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Abstract 

Hypervisors, fundamental in cloud computing, facilitate the operation of multiple virtual 

machines on a single physical hardware system. This technology enables efficient resource 

utilization, cost savings, and improved scalability in cloud environments. As the backbone of 

virtualization, hypervisors have a pivotal role in diverse cloud services and deployments. This 

abstract explores the significance of hypervisors in cloud computing, emphasizing their role in 

managing multiple virtual environments, optimizing hardware resources, and ensuring security 

and isolation among virtual machines. In this context, we delve into key hypervisor types, such as 

Type 1 (bare-metal) and Type 2 (hosted), discussing their functionalities, performance, and 

compatibility. Moreover, we examine prominent hypervisor solutions like VMware vSphere, 

Microsoft Hyper-V, and open- source options such as KVM and Xen, considering their features, 

performance, and support for various operating systems. Understanding hypervisors' importance 

and their role in cloud infrastructure is essential for businesses and users seeking the optimal 

virtualization solution for their specific requirements. Keywords: Hypervisor, Virtualization, 

Cloud Computing, VMware vSphere, Microsoft Hyper-V, KVM, Xen. Understanding the nuances 

of hypervisors in cloud computing is crucial for businesses and organizations seeking the ideal 

balance between performance, security, and cost- efficiency. By abstracting physical hardware, 

they enable the consolidation of multiple VMs onto a single server, optimizing resource allocation 

and enhancing overall system.  

 

Keywords: Hypervisor, Virtualization, Cloud Computing, VMware vSphere, Type 1 Hypervisor, 

Type 2 Hypervisor 

 

1. INTRODUCTION: 

In the realm of cloud computing, where the optimization of resources and the efficient allocation of 

computing power are paramount, the role of hypervisors stands as a linchpin. Hypervisors[1], the 

underlying software that creates and manages virtual machines, serve as the cornerstone of modern 

cloud infrastructures. These sophisticated tools enable the abstraction of physical hardware, allowing 

multiple virtual environments to operate on a single physical server. As the technological backbone of 

virtualization, hypervisors play a pivotal role in driving resource efficiency, scalability, and security 

within cloud environments. 
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The concept of virtualization[2], facilitated by hypervisors, has transformed the landscape of 

computing by abstracting hardware resources from the underlying physical infrastructure. This 

abstraction empowers the seamless operation of multiple independent virtual machines, each running 

its own operating systems and applications. By encapsulating these virtual environments, hypervisors 

enable enhanced workload isolation, providing a secure and scalable ecosystem for diverse 

applications, services, and users in the cloud. Understanding the diverse types of hypervisors, their 

functionalities, and their impact on cloud infrastructure is essential in comprehending the intricacies of 

modern computing paradigms and making informed decisions in deploying scalable and secure cloud 

solutions. This introduction aims to illuminate the fundamental significance of hypervisors in the 

context of cloud computing, delving into their role in managing virtual infrastructures, optimizing 

hardware resources, and ensuring robust security measures for varied applications. 

 

● Introduce the concept of hypervisors as foundational software that enables the creation and 

management of virtual machines on physical hardware. 

● Highlight the working of hypervisors in cloud computing. 

● Briefly touch the concept of Type 1 (bare- metal) and Type 2 (hosted) hypervisors. 

● Discuss the security structure within a virtual environment, highlighting the role of a hypervisor. 

● Features of hypervisor in relation to security. 

 

2. LITERATURE REVIEW 

Hypervisors, pivotal in the realm of cloud computing[1], act as the linchpin technology enabling the 

creation and management of multiple virtual machines on a single physical server. As noted by 

various scholars, their fundamental role in abstracting hardware resources from the underlying 

infrastructure is key to optimizing resource utilization and facilitating the consolidation of diverse 

workloads in cloud environments. These virtualization tools play an integral role in enhancing 

scalability, flexibility, and the overall efficiency of cloud infrastructures, serving as a bridge between 

physical hardware and virtual environments.Academic discourse[2] widely differentiates between 

Type 1 and Type 2 hypervisors, showcasing their distinct architectures and functionalities. Type 1 

hypervisors, operating directly on the bare-metal hardware, exhibit superior performance and 

efficiency due to their direct interface with the underlying hardware, while Type 2 hypervisors, 

leveraging a host operating system, offer increased user-friendliness but slightly reduced performance. 

Comparative studies often discuss their trade-offs, providing insights into their suitability for various 

cloud setups and workloads.Emphasizes the crucial role of hypervisors[3] in ensuring security and 

isolation among different virtual machines. Scholars underscore the security mechanisms and 

measures implemented by hypervisors to maintain robust isolation, prevent cross-VM interference[4], 

and protect against vulnerabilities, thereby safeguarding sensitive data and applications running in the 

cloud. Examines the integration & compatibility of hypervisors in intricate cloud systems. Researchers 

delve into how hypervisors contribute to the orchestration of resources, management of diverse 

workloads, and their interoperability with various cloud services and applications, emphasizing their 

integral role in orchestrating a seamless cloud environment. 

Academic analyses dive into the performance metrics and benchmarks used to evaluate hypervisors. 

These studies focus on throughput, latency, CPU usage, and memory overhead, providing a 

comparative evaluation of various hypervisor solutions. Benchmarking plays a critical role in assisting 
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cloud architects and administrators in selecting the most performance-optimized hypervisor for their 

intended cloud infrastructure.Research [5-7] in earlier studies highlighted the pivotal role of 

hypervisors in ensuring compliance with industry regulations in sensitive sectors. These studies 

emphasized the importance of secure [8-9] hypervisor designs in facilitating adherence to regulatory 

frameworks in industries requiring stringent data security and compliance measures. 

 

3. CONCEPT OF HYPERVISOR 

A hypervisor, often referred to as a virtual machine manager (VMM)[10], is a critical software 

component in the realm of virtualization technology. It serves as the intermediary layer between the 

physical hardware of a computing device (such as a server, desktop, or mainframe) and the virtual 

machines (VMs)[11] running on that hardware. Its primary purpose is to create, manage, and allocate 

the underlying physical resources of the host system among multiple VMs. 

This pivotal software layer abstracts the physical resources[12], which include the central processing 

unit (CPU), memory, storage, and network, and presents them to each VM as if they were dedicated 

resources. It allows for the division and isolation of these resources[13] to ensure that each VM operates 

independently and securely. Through this abstraction, the hypervisor enables multiple operating systems 

(and their associated applications) to run on a single physical machine simultaneously. The hypervisor's 

functionality[14-15] includes resource allocation, management, and optimization. It ensures fair and 

efficient distribution of resources among VMs based on their needs, dynamically adjusting resource 

allocations as demanded. Additionally, it establishes boundaries between VMs, preventing interference 

or unauthorized access[16] between them, thus enhancing security and isolation. 

Furthermore, some hypervisors support advanced features[17] such as live migration, enabling seamless 

movement of VMs from one physical host to another without interrupting service, ensuring high 

availability and efficient resource utilization. Hypervisors also facilitate the creation of snapshots or 

clones of VMs, allowing for backup, testing, and replication of VM instances. 

In essence, a hypervisor is the linchpin of virtualization, facilitating the creation and management of 

multiple virtual environments on a single physical machine, delivering benefits such as increased 

flexibility, scalability, resource optimization, and cost efficiency in IT infrastructures. 

 

3. WORKING OF HYPERVISOR 

The hypervisor operates as a crucial layer in virtualization technology, mediating between the physical 

hardware of a computing device and the multiple virtual machines (VMs) running on it. Its primary 

function involves abstracting the host machine's physical resources, such as CPU, memory, storage, and 

network, to create an illusion of dedicated resources for each VM. By doing so, it enables multiple 

operating systems[18] and their associated applications to run concurrently on a single physical system. 

Resource allocation and management are central to the hypervisor's operation. It dynamically assigns 

and manages these shared resources among VMs based on their needs, ensuring optimal performance 

across the virtual environment. Furthermore, the hypervisor ensures strict isolation between VMs, 

preventing interference or unauthorized access, thereby enhancing security and stability. The 

operational mode of the hypervisor differs between Type 1 and Type 2 hypervisors[19]. Type 1 

hypervisors, running directly on the hardware without an underlying OS, have direct access to the 

hardware resources, managing resource allocation and communication between hardware and VMs. 
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Conversely, Type 2 hypervisors, hosted on an existing operating system, intercept hardware 

commands from the VMs, translating and directing these commands to the physical hardware. In 

addition to resource management, the hypervisor may support advanced features like live migration, 

enabling the seamless movement of VMs between physical hosts without service interruption. It also 

allows for the creation of snapshots or clones of VMs for backup, testing, and replication purposes. 

Ultimately, the hypervisor serves as the linchpin of virtualization, enabling the creation and 

management of multiple VMs on a single physical machine. Its operations encompass resource 

abstraction, allocation, isolation, and support for advanced functionalities, leading to enhanced 

flexibility, efficiency, and scalability[20] within IT infrastructures. in optimizing resource utilization, 

ensuring security, and orchestrating complex cloud infrastructures. Furthermore, it identifies potential 

areas for future research, emphasizing the need for enhanced security measures, performance 

optimizations, and adaptability to emerging technological advancements for an ever-evolving cloud 

ecosystem. 

 

Figure 1: working of hypervisor 

4. HYPERVISOR AND VIRTUALISATION  

A hypervisor is a type of hardware or software that builds and maintains virtual machines (VMs). It is 

often referred to as a virtual machine monitor (VMM). Each virtual machine[21] is referred to as a guest 

machine, while the host machine is the computer on which a hypervisor is installed. The guest OS can 

run on a virtualized[5] platform that the hypervisor provides. This configuration makes it possible for 

several instances of Linux, Windows, and macOS to share virtualized hardware resources on a single 

physical x86 computer.  
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5.1Types of hypervisor  

 

 

Figure 2: Types of Hypervisor 

 

4.1.1.BareMetal Hypervisor (Type 1):  

It is also referred to as "bare metal" or "native hypervisor" since, as Fig. 2 illustrates, it operates 

directly on top of the underlying hardware. Since there is no operating system running underneath it, 

in this instance, VMM is a tiny piece of code[23] whose job it is to schedule and assign system 

resources to virtual machines .Type 1 VMM examples include Xen and VMware ESX. In this 

instance, the guest OS accesses the underlying hardware directly due to device drivers provided by 

the VMM [3] Type 1 hypervisors are designed to operate directly on the physical hardware of a host 

system, bypassing the need for an underlying operating system. This direct approach grants them 

unparalleled control over system resources and enhances their efficiency and performance. They 

serve as a virtualization layer between the hardware and virtual machines.  

 
Figure 3: Type 1 Hypervisor 
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Installation and Operation:  

 

• Installed directly on the bare metal of the host server, independent of an operating system. 

• They facilitate virtual machine management and resource allocation directly from the hardware. 

 

Performance and Robustness:  

 

• Boasting high performance, Type 1 hypervisors are well-suited for enterprise-level[24] 

virtualization in data centers. 

• Due to their direct access to hardware, they generally exhibit lower latency and overhead. 

 

Examples of Type 1 Hypervisors:  

 

• VMware vSphere/ESXi: One of the most widely used hypervisors in enterprise environments, 

known for its stability and advanced features. 

• Microsoft Hyper-V (in a bare-metal deployment): Offers a comprehensive set of tools[25] and 

integrations for Windows-based environments. 

Xen: Renowned for its open-source nature and its ability to manage multiple operating systems on a 

single host. 

 

Advantages of Bare-Metal Hypervisors (Type1):  

• Enhanced security 

• Higher density hardware 

• Direct access to HW 

 

Disadvantages of Bare-Metal Hypervisors (Type1):  

• Need of specific HW component 

• Stringent HW requirement 

• Expensive 

 

4.1.2.Hosted Hypervisor (Type 2)  

The hypervisor, which operates as an application in a regular operating system known as the host 

operating system, is also referred to as hosted[25] VMM. The host operating system handles Type II 

VMM as if it were any other process; it has no knowledge of it. Usually, it handles I/O on the guest 

OS's behalf. The host OS intercepts the I/O request made by the guest OS and forwards it to the device 

driver responsible for executing the I/O[20-21]. Through the host OS, the completed I/O request is 

once more routed back to the guest OS [6].  

Type 2 hypervisors, in contrast, function as software applications installed on top of a pre-existing 

operating system. They leverage[33]the host operating system's resources to manage virtual machines, 

providing a more user-friendly interface for personal or smaller-scale use cases.  
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Figure 4: Type 2 Hypervisor 

 

Installation and Operation:  

• Installed as an application within an existing operating system, requiring a host environment to 

function. 

• Provides an easier setup and management[26] interface for individual users or smaller deployments. 

 

Ease of Use and Flexibility:  

• Ideal for personal computing and testing environments due to their simplicity and user- friendly 

setup. 

• Offers the ability to run multiple operating systems on a single physical machine, enhancing 

versatility[23]. 

 

Examples of Type 2 Hypervisors:  

• VMware Workstation: Widely used for testing, development, and demonstration purposes, 

providing an intuitive user interface. 

• Oracle VirtualBox: Known for its broad compatibility and support for various guest operating 

systems. 

• Parallels Desktop: Popular among Mac users for running Windows[26] and other operating 

systems on macOS. 

 

Advantages of Hosted Hypervisors (Type 2):  

• Hardware access is controlled by host OS 

• Accessibility ease 

• Multiple operating systems compatible 

 

Disadvantages of Hosted Hypervisors (Type 2):  

• Reduced security 

• Low VM density •Required host OS 
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Both types of hypervisors have their distinct advantages and applications, catering to different user 

requirements and scenarios. Type 1 hypervisors excel in high-performance[24], mission-critical 

environments, while Type 2 hypervisors offer user-friendliness and versatility for personal and 

smaller-scale usage. Understanding these differences enables users to choose the most suitable 

hyperviso[25]r for their specific needs.  

 

5. HYPERVISOR SECURITY  

Every virtual machine that is installed in the virtual environment has a security zone of its own that is 

isolated from the security zones of other virtual machines. An abstraction layer called a hypervisor 

divides the host computer from the guest computers [25]. With its own security zone, a hypervisor 

serves as the centralized controlling agent for all virtual machines. Within the same physical 

environment and security zone, all of the virtual environment's security zones were located [26]. Prior 

to delving into the security concerns surrounding hypervisor security, it is imperative that we gain an 

understanding of the different CPU privilege modes. Every processor has three privilege levels [27]. 

These are displayed in Figure 3.  

 

 
 

 

Figure 5: Privilege Level Architecture 

 

Within the protection rings, Ring 0 is the most privileged and innermost level. Kernal level is another 

name for this level. At this point, any software or application has complete control over the host 

hardware. Comparatively speaking, ring 0 enjoys greater privileges than rings 1 and 2. Operating 

System services are connected to these two rings. Ring 3 is the outermost, and all application programs 

operate on this layer. The guest operating system operates in a less privilege mode than the hypervisor, 

while the hypervisor operates in the highest privilege level, kernel mode. Figure 4 displays the 

architecture of the hypervisor along with its privilege level. Ring 3 is where the user application[24] 

runs, and it has no authority over the hardware resources. The guest operating system can access 

hardware resources that are managed by the hypervisor[28]. Since the hypervisor runs on the physical 

hardware's top layer. Because physical resources can only be accessed via the hypervisor, the 

hypervisor is essential to the cloud environment's security. It also serves as a firewall, preventing 

physical resources from being shared without authorization. The host operating system[25], the guest 

operating system, and the physical hardware are all isolated by a hypervisor[28, 29].  
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Hypervisor keeps an eye on the guest operating system in case an attacker manages to get past the 

security measures. It functions as a manager between the physical hardware and the guest operating 

system. The operating system of a guest machine (VM) accesses [26]the physical machine components 

via the hypervisor [30].  

 

A hypervisor is comparable to thousands of lines of code. to reduce the Hypervisor's vulnerability and 

avoid security issues. The minimal amount of hypervisor code is desirable. In a virtual environment, an 

attack typically has three outcomes[31]. In the first example, the compromised machine is the guest 

machine; in the second, it affects multiple virtual machines; and in the third, it affects the host machine 

or hypervisor. In the first two cases, the configuration[28-30] can be changed back to the previous, 

well-known state; however, in the third case, the attackers fully control the hardware. A study on the 

security[33] of virtual machines (VMs) found that, as a result of conventional security measures being 

disregarded, between 60 and 65 percent of virtual machines in production[34] are less secure than 

physical machines.  

 

A hypervisor is comparable to thousands of lines of code. to reduce the Hypervisor's vulnerability and 

avoid security issues. The minimal amount of hypervisor code is desirable. In a virtualized 

environment, an attack typically has three outcomes.  

 

CONCLUSION  

In the contemporary landscape, virtualization has emerged as an increasingly significant asset, 

especially within major corporate enterprises striving for cost efficiency and optimal utilization of cloud 

computing resources. This paper has underscored the prominence of virtualization in cloud computing 

and has delved into the various types of hypervisors utilized in virtualized environments. The 

exploration of bare-metal and hosted types of hypervisors has illuminated their respective advantages 

and drawbacks. While bare-metal hypervisors offer high performance and direct hardware access, 

hosted hypervisors provide ease of use and compatibility with various systems. The distinct 

characteristics of each type underscore the need for a nuanced approach in their implementation, based 

on specific system requirements and preferences.  

For the continued enhancement of these virtualized systems, the paper highlights the imperative need 

for a multifaceted approach encompassing performance optimization, modelling, and simulation. 

Moreover, the application of robust security measures stands as a critical aspect essential to fortifying 

these virtualized environments against potential vulnerabilities and emerging threats. As organizations 

increasingly rely on cloud computing resources and virtualization to streamline operations and optimize 

costs, ongoing efforts toward improving these systems through advanced performance measures and 

stringent security protocols remain imperative for sustaining their efficiency and reliability.  
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