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Abstract 

This study aimed to evaluate the effectiveness of a deep learning model in distinguishing between 

benign and malignant breast lesions using magnetic resonance imaging (MRI), while also 

characterizing various histological subtypes of these lesions.A deep learning model was developed 

to simultaneously detect and characterize breast lesions. The model was trained on single 2D T1-

weighted fat-suppressed post-contrast MR images selected by radiologists, acquired following the 

administration of a gadolinium-based contrast agent. The dataset consisted of 335 MR images 

from 335 patients, encompassing 17 histological subtypes categorized into four groups: mammary 

gland tissue, benign lesions, invasive ductal carcinoma, and other malignant lesions. Model 

performance was evaluated on an independent test set of 168 MR images using weighted area 

under the ROC curve (AUC) metrics.The model achieved a cross-validation average ROC-AUC of 

0.817 across a three-shuffle, three-fold setup. On the independent test set, it achieved a weighted 

mean AUC of 0.8.The findings demonstrate that a supervised attention-based deep learning model 

can effectively analyze breast MRI for lesion detection and classification. Further validation on 

larger and independent datasets is recommended to confirm its clinical applicability. 

 

Keywords: Magnetic resonance imaging (MRI); Breast lesion detection; Convolution neural 

networks; Transfer learning; Attention model 

 

1. Introduction 

As the volume of radiological examinations continues to rise, so does the complexity of their 

interpretation and the demands placed on healthcare providers [1]. Radiologists are increasingly 

susceptible to decision fatigue, which can lead to a greater incidence of diagnostic errors—such as 

missed, incorrect, or delayed diagnoses [2]. Furthermore, radiological interpretations are often subject to 

significant intra- and inter-observer variability [3,4]. 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT21045686 Volume 12, Issue 4, October-December 2021 2 

 

 
Figure 1 shows axial plane T1-weighted MR images taken following intravenous gadolinium 

chelate injection. (A) The MR image displaying invasive ductal cancer is overlayed with a binary 

mask. Heterogeneous enhancement is seen in the lesion. (B) One invasive ductal carcinoma is 

shown on the MR picture. 

 

Breast magnetic resonance imaging (MRI) is now routinely used for a variety of clinical 

indications in the management of breast cancer. Key applications include screening high-risk individuals 

[5], determining the extent of disease, evaluating surgical margins, monitoring the response to 

neoadjuvant chemotherapy, and investigating metastatic axillary lymphadenopathy of unknown primary 

origin [6,7]. Breast MRI is inherently multiparametric, typically involving a combination of imaging 

sequences such as dynamic T1-weighted gradient-echo sequences (pre- and post-contrast with 

gadolinium-based agents), T2-weighted or short tau inversion recovery (STIR) sequences, and diffusion-

weighted imaging (DWI) [8]. 

Deep learning, a subset of machine learning that employs layered artificial neural networks [9], 

has shown remarkable performance gains over conventional computer vision techniques [10]. In 

radiology, deep learning has the potential to enhance every stage of the imaging pipeline—from image 

reconstruction [11] and segmentation to final interpretation [12,13]. 

While most deep learning studies in breast imaging have focused on mammography [14,15], there 

is comparatively limited research on its application in breast MRI. Notably, a study comparing 

radiologist performance to radiomics and convolutional neural networks (CNNs) in characterizing breast 

lesions on MRI found that human interpretation achieved the highest AUC (0.98), outperforming CNNs 

(AUC = 0.88) and radiomics approaches (AUC = 0.81) [16]. 

Successful deployment of artificial intelligence in clinical practice requires close collaboration 

between radiologists and data scientists. In this study, we present an innovative deep learning tool 

designed to enhance the interpretation of breast MRI, potentially improving diagnostic safety and 

reliability. This research emerged from a collaborative effort initiated during the Journées Francophones 

de Radiologie data challenge held in Paris in October 2018. 

The aim of the study was to evaluate the effectiveness of a deep learning model in distinguishing 

benign from malignant breast lesions using MRI, while also characterizing various histological subtypes 

of the lesions. 
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2. Materials and methods 

2.1 Preprocessing 

The dataset comprised anonymized two-dimensional T1-weighted MR breast images enhanced 

with gadolinium chelate, which were provided as part of the Journées Francophones de Radiologie 2018 

challenge. Although the organizers had already applied a degree of standardization, the dataset remained 

highly heterogeneous in terms of scale (Fig. 1). To ensure uniformity across all samples, all images were 

resized to a fixed resolution of 240 × 345 pixels. 

 

2.2 Automatic feature extraction 

To extract features from the images, we employed a 50-layer residual neural network (ResNet-50) 

[17], pretrained on the ImageNet dataset. The final two layers of the network were removed to adapt it 

for our task. Since ResNet-50 is designed for color images, each grayscale input was replicated across 

three channels to mimic the red, green, and blue inputs. Given an input image of size 3 × 240 × 345, the 

network generated a feature map of dimensions 2048 × 8 × 11. As an initial approach, we computed the 

average across the spatial dimensions of this feature map, as described in Equation (1). 

𝑥𝑘 =
1

8 𝑥 11
∑ 𝑥𝑘𝑗𝑖

𝑛

𝑖𝑗=0
                                                                                   (1) 

This method produced a 2048-dimensional feature vector for each image, which was then input 

into a fully connected layer with five output neurons corresponding to the classification categories: 

malignancy, normal tissue, other benign lesions, invasive ductal carcinoma (IDC), and other malignant 

lesions. However, a major limitation of this approach is its inability to distinguish between relevant and 

irrelevant regions, such as the thoracic area or background. 

2.3 Supervised attention mechanism 

One of the primary challenges in this task was the variability in both the appearance and size of 

breast lesions. To enhance the model’s learning efficiency, we decomposed the classification process 

into two stages: (i) detection of abnormalities in MR images, and (ii) classification of the identified le-

sions. 

Both steps were carried out simultaneously by two branches of a single deep learning model. For 

the detection phase, we generated additional localization labels consisting of bounding boxes around the 

lesions. These annotations were not highly detailed and were quickly drawn by a fifth-year radiology 

resident (P.H.) with limited experience in breast MRI (Fig. 2). 
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Figure 2: Axial T1-weighted MR images following intravenous gadolinium chelate injection. The 

MR images that display (a) a growing lesion and (b) an invasive ductal carcinoma are overlayed 

with annotation masks (in yellow). A radiologist created the annotations using a specialized tool 

that allows drawing bounding boxes. 

 

Figure 3 Model Architecture, each image (240 × 345 pixels) was processed using a ResNet-50 neural 

network, which produced 2048 feature maps of size 8 × 11. These maps were passed through two 

branches: 

• Upper branch (Attention Block): This branch was trained to identify abnormalities within the 

image. 

• Lower branch: It performed spatial averaging of feature maps over the regions identified by the 

attention block. 

The resulting 2048-dimensional feature vector was then passed into a logistic regression layer that 

outputted a score between 0 and 1 for each lesion category. These scores represent the predicted proba-

bility of each lesion type being present in the image. 
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For every image, a binary mask of equal size (240 × 345) was created to indicate lesion presence or 

absence. This mask was down sampled to match the ResNet's output size (8 × 11). 

 

Localization Module: 

A 1 × 1 convolution was applied to the ResNet output (2048 × 8 × 11), producing a single-

channel feature map of size 8 × 11. After applying a sigmoid function, this generated a prediction map 

with values between 0 and 1, approximating the binary mask from the annotations. 

This localization output was then used to guide the primary classification module by calculating a 

weighted average over the final feature map. The weight at each spatial location (i, j) was determined by 

the local prediction value pijp_{ij}pij, as formalized in Eq. (2). 

𝑥𝑘 =
∑ 𝜌𝑖𝑗𝑥𝑘𝑖𝑗𝑖,𝑗

∑ 𝜌𝑖𝑗𝑖,𝑗
                                                                             (2) 

When the localization module predicted a uniform probability distribution across the entire image, 

the resulting computation was equivalent to performing a simple spatial average, as in the basic model. 

In contrast, if the module identified a lesion with high confidence at a specific pixel, the final prediction 

was based solely on the feature vector extracted from that single location. 

The final classification was carried out using a fully connected layer with five output neurons, 

each corresponding to a specific category: malignancy status, normal tissue, other benign lesions, inva-

sive ductal carcinoma (IDC), and other malignant lesions. The complete architecture of the model is il-

lustrated in Figure 3. 

Furthermore, this attention mechanism allows interpretation of the model’s predictions. To do so, 

we took the 8 × 11 attention map 
𝜌𝑖𝑗

∑ 𝜌𝑖𝑗𝑖𝑗
 and resized it to the original image dimensions (i.e., 240 × 345). 

This map could be super imposed over the image to see the areas considered by the model to make its 

decision, as shown in Figure 4. 

 

Figure 4 shows two instances of attention maps produced by the model for an invasive ductal car-

cinoma and glandular tissue, respectively. This demonstrates that the trained model can identify 
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normal tissue or lesions in a new image that it was not trained on without the need for human as-

sistance. 

2.4 Implementation 

Our model was trained concurrently on the three tasks evaluated in the challenge: lesion detection, 

malignancy classification, and lesion subtype identification. This multitask learning approach helped 

reduce overfitting. However, each task progressed at a different learning rate. To address this, we saved 

three separate versions of the model weights, each selected based on optimal performance on a 

validation set. 

Specifically, when the model achieved its highest AUC for lesion detection, we stored that version 

of the weights for use in that particular task. Training was carried out using stochastic gradient descent 

with Nesterov momentum. 

Due to the limited size of the dataset, the model's results were highly variable. To ensure robustness, 

we employed three-fold cross-validation repeated across three different data splits. In total, we 

conducted nine training runs, each time randomly selecting 223 images from the 335-image training set 

for model training, and evaluating performance on the remaining 112 images using AUC scores. The 

final performance was assessed by averaging the results from these nine runs before applying the model 

to the independent test set provided by the challenge organizers. 

 

3. Results 

The number of each lesion type provided by the challenge organizers is detailed in Table 1. The 

number of breast lesions provided in the training set for each lesion category is presented in Table 2 and 

was used to determine the final score, following Eq. (3): 

 

Score = 0.6 × 𝐴𝑈𝐶 𝑏𝑒𝑛𝑖𝑔𝑛

𝑚𝑎𝑙𝑖𝑔𝑛𝑎𝑛𝑡

 + 0.4 × 
1

4
∑ 𝐴𝑈𝐶𝑙𝑒𝑠𝑖𝑜𝑛 𝑠𝑢𝑏𝑔𝑟𝑜𝑢𝑝   (3) 

The average ROC-AUC scores obtained by our model across the repeated cross-validation process (i.e., 

three repetitions of three-fold cross-validation) for each lesion subgroup, along with the weighted 

aggregate score calculated using Equation 1 as per the challenge evaluation criteria, are presented in 

Table 3. The corresponding ROC curves are illustrated in Figure 5. On the independent challenge test 

set, the same model achieved a weighted AUC of 0.8. 

 

Table 1 Number of breast lesions provided in the training dataset 

Lesion Type  

Mammary gland 105 (30%) 

Sclerosing adenosis 3 (0.9%) 

Radial scar 2 (0.7%) 

Fibroadenoma 24 (7.2%) 

Galactophoritis 5 (1.3%) 

Atypical hyperplasia 4 (1.3%) 

PASH 1 (0.4%) 

Papilloma 1 (0.4%) 

Cyst 23 (6.9%) 
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Cytosteatonecrosis 13 (3.8%) 

Intra-mammary lymph node 24 (7.3%) 

Invasive ductal carcinoma 82 (24.6%) 

Invasive lobular carcinoma 16 (4.7%) 

Other proliferating lesion 8 (2.1%) 

Triple negative cancer 18 (5.3%) 

Intraductal carcinoma 5 (1.4%) 

Mucinous carcinoma 2 (0.8%) 

Total 335 (100%) 

PASH indicates pseudoangiomatous stromal hyperplasia. 

 

Table 2 Number of breast lesions provided in the train-ing set for each lesion category. 

 

Lesion Type Training set Test set 

Mammary gland 104 (31.9%) A 

Other benign lesions 108 (33.9%) A 

Invasive ductal carcinoma 82 (24.8%) A 

Other malignant lesion 41 (13.6%) A 

Total 335 168 

 

Table 3 Detailed AUC scores according to breast lesion type. 

Lesion group AUC 

Malignancy 0.870 (0.024) 

Mammary gland 0.721 (0.041) 

Other benign lesions 0.658 (0.042) 

Invasive ductal carcinoma 0.812 (0.032) 

Other malignant lesions 0.786 (0.061) 

Overall score (weighted sum) 0.817 (0.040) 

Means are used to present data. Standard deviations are indicated by 

numbers in parenthesis. The mean of three shuffled three-fold cross-

validations on the training set was used to calculate the AUC values. In 

nine experiments, our system was trained using two thirds of the training 

set's photos at random, and scores were calculated based on the outcomes 

of the final third. Standard deviations are given between brackets, and 

mean scores for those nine experiments are displayed. 
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Figure: 5 ROC curves for (a) benign vs. malignant classification and (b) lesion classification using 

a single model are displayed 

4. Discussion 

Our approach achieved first place in the challenge, which is particularly encouraging given the 

limited dataset of only 335 training images. The incorporation of a supervised attention mechanism 

offered two major benefits. First, expert annotations significantly improved the interpretability of the 

model’s outputs. The resulting heat maps allowed for better insights into the model’s decision-making 

process, including instances of misclassification. Second, the bounding box annotations provided by a 

radiologist notably enhanced the model’s performance. 

While traditional research tools make dataset annotation a time-intensive process and are not well 

integrated into radiology workflows, one of the ongoing challenges in the era of deep learning in 

medical imaging is to develop efficient tools that produce high-performing and clinically relevant 

models based on annotations embedded in standard radiological practice [18]. To address this, we 

developed a tool that facilitated rapid image labeling—allowing the entire dataset to be annotated in 

under an hour—without compromising performance. 

Since this challenge, convolutional neural networks (CNNs) have been applied beyond lesion 

characterization in breast MRI, including in tasks such as predicting breast cancer molecular subtypes 

[19] and assessing response to neoadjuvant therapy [20]. These developments confirm that, beyond the 

current enthusiasm, machine learning holds significant potential for transforming cancer management 

and clinical decision-making. 

In clinical practice, breast lesions are assessed using the ACR BI-RADS classification on 

multiparametric MRI. A recent CNN-based study achieved strong performance across multiple 

sequences, with an AUC of 0.89 [16]. Although our study is not directly comparable—as it used a single 

slice from only one MRI sequence—our promising results motivate further investigation into applying 

our method to full three-dimensional sequences. This would allow direct comparison with the CNN 

approach in [16] and help determine whether our attention-based model yields improved performance on 

a new dataset. 
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In conclusion, validating deep learning models on independent datasets—especially using 

multiparametric and 3D MRI data rather than single 2D slices—is crucial for assessing generalizability. 

Further research is necessary to explore the clinical utility of such methods and to establish workflows 

that integrate lesion classification using BI-RADS. Access to larger datasets and multiparametric 

imaging is also likely to enhance model accuracy. 

 

5. Human and animal rights 

The authors confirm that the study was conducted in accordance with the World Medical 

Association’s Declaration of Helsinki, revised in 2013, for research involving human subjects, and in 

compliance with the EU Directive 2010/63/EU for animal experimentation. 

 

6. Informed consent and patient details 

The authors state that this report contains no personal information that could identify any patient(s). 

Written informed consent was obtained from all patients and/or volunteers included in the study. The 

authors also confirm that all personal details of the patients and/or volunteers have been removed. 
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