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Abstract 

Salesforce's multi-tenant architecture is foundational to its cloud-based offerings, allowing 

multiple organizations (also known as tenants) to share a common infrastructure while 

maintaining strict data isolation and security. This model allows for efficient resource utilization, 

centralized updates, and consistent performance across diverse client environments . 

 

The world of Software as a Service (SaaS) is ever-changing, and efficient resource management 

has become paramount. As organizations increasingly rely on cloud platforms, the ability to 

dynamically allocate resources ensures optimal performance, cost-effectiveness, and scalability. 

Inefficient resource distribution can lead to performance bottlenecks, increased operational costs, 

and diminished user experiences. 

 

To address these challenges, dynamic partitioning and autoscaling have emerged as critical 

optimization strategies. Dynamic partitioning involves the flexible allocation of system resources 

based on real-time demand, ensuring that each tenant receives appropriate resources without 

over-provisioning. Autoscaling complements this by automatically adjusting computing resources 

in response to workload fluctuations, maintaining performance while optimizing costs1. 

 

This whitepaper looks into the intricacies of Salesforce's multi-tenant architecture, highlighting 

the significance of efficient resource management in SaaS platforms. It explores the principles and 

implementation of dynamic partitioning and autoscaling within the Salesforce ecosystem, 

examining their impact on performance optimization. Furthermore, the paper presents models, 

addresses potential challenges, and outlines best practices for organizations aiming to enhance 

their multi-tenant performance. 

 

By understanding and implementing these strategies, businesses can ensure strong, scalable, and 

efficient operations within Salesforce's multi-tenant environment, positioning themselves for 

sustained success in the cloud era. 

 

1. Introduction 

Salesforce's multi-tenant architecture is a foundational element of its cloud-based platform, enabling 

multiple organizations to share a common infrastructure while maintaining strict data isolation and 
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security. This model allows Salesforce to serve thousands of businesses from a single database instance, 

ensuring that each tenant's data remains private and secure through the use of unique tenant identifiers 

and a metadata-driven architecture2.  

 
The benefits of this architecture are manifold. Cost-efficiency is achieved by distributing infrastructure 

and maintenance costs across multiple tenants, reducing the financial burden on individual 

organizations. Centralized updates ensure that all tenants benefit from the latest features and security 

enhancements without the need for individual installations or configurations. Shared infrastructure 

promotes scalability, allowing Salesforce to efficiently manage resources and accommodate growing 

user demands3.  

 

However, multi-tenancy also presents challenges. The "noisy neighbor" effect occurs when one tenant's 

excessive resource consumption adversely affects the performance of others sharing the same 

infrastructure. Performance bottlenecks can arise from uneven resource distribution, and scalability 

constraints may limit the platform's ability to adapt to varying workloads4.  

 

To address these challenges, dynamic optimization techniques such as dynamic partitioning and 

autoscaling are essential. Dynamic partitioning involves allocating resources based on real-time demand, 

ensuring equitable distribution among tenants. Autoscaling automatically adjusts computing resources in 

response to workload fluctuations, maintaining optimal performance levels. 

 

2. Understanding Resource Allocation Challenges in Multi-Tenant Environments 

In Salesforce's multi-tenant architecture, multiple organizations share a common infrastructure, 

including databases and computing resources. This model offers cost efficiency and centralized updates 

but introduces challenges in resource allocation. 

 

2.1 Challenges of Static Resource Allocation 

Static resource allocation assigns fixed limits to tenants, which can lead to inefficiencies: 

● Underutilization: Tenants with lower usage may not fully utilize their allocated resources, 

leading to waste5. 
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● Overutilization: High-demand tenants may exceed their limits, causing performance issues. 

 

These scenarios can result in the "noisy neighbor" effect, where one tenant's resource usage adversely 

affects others. 

 

2.2 Impacts on System Resources 

Static allocation affects various system components: 

● Compute: Fixed CPU allocations may not accommodate peak loads, leading to slow processing. 

● Memory: Rigid memory limits can cause applications to fail under high demand. 

● Storage: Predefined storage quotas may not align with actual data growth, causing storage 

shortages6. 

● API Limits: Static API call limits can hinder integration and automation efforts7. 

 

 

2.3 Tenant Diversity and Workload Variability 

Tenants have diverse usage patterns: 

● Steady Usage: Consistent resource consumption over time. 

● Burst Usage: Sudden spikes in resource demand due to events or campaigns. 

● Growth Usage: Gradual increase in resource needs as the organization expands. 

 

Static allocation fails to accommodate these variations, leading to suboptimal performance. 

 

2.4 Balancing Performance, Fairness, and Isolation 

Effective resource allocation must ensure: 

● Performance: Adequate resources to meet application demands. 

● Fairness: Equitable distribution of resources among tenants. 

● Isolation: Preventing one tenant's activities from impacting others. 

 

Achieving this balance requires dynamic allocation strategies that adjust resources based on real-time 

usage. 

 

2.5 Real-World Examples 

Salesforce enforces governor limits to manage resource usage8: 

● SOQL Queries: A maximum of 100 queries per transaction. 

● DML Statements: Up to 150 statements per transaction. 

● Heap Size: Limited to 6 MB for synchronous transactions. 

 

Exceeding these limits results in runtime exceptions, disrupting application functionality. 

 

To mitigate these challenges, Salesforce provides tools like asynchronous processing and batch Apex, 

allowing developers to more efficiently handle large data volumes. 
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3. Dynamic Partitioning: Concept and Implementation 

Dynamic partitioning is a resource management strategy in multi-tenant architectures that allocates 

computing resources (such as CPU, memory, and storage) based on real-time demand and tenant-

specific usage patterns. Unlike static partitioning, where resources are pre-assigned and remain fixed 

regardless of actual utilization, dynamic partitioning enables systems to adapt to fluctuating workloads, 

thereby enhancing performance, scalability, and cost-efficiency. 

 

3.1 Static vs. Dynamic Partitioning 

In static partitioning, resources are allocated in fixed proportions to each tenant, which can lead to 

inefficiencies: underutilization when allocated resources exceed demand, or performance bottlenecks 

when demand surpasses allocations. Dynamic partitioning addresses these issues by continuously 

monitoring resource usage and reallocating resources as needed, ensuring optimal utilization and 

responsiveness to varying workloads. 

 

3.2 Partitioning Strategies in Salesforce 

Salesforce uses several strategies to implement dynamic partitioning within its multi-tenant 

environment: 

 
● Logical Isolation: Salesforce ensures tenant data isolation through unique identifiers and 

metadata-driven architecture, allowing for secure and efficient resource allocation without 

physical separation. 

 

● Metadata Segmentation: By leveraging metadata, Salesforce can customize data models and 

business logic for each tenant, facilitating tailored resource distribution based on specific 

requirements. 

 

● Data Skew Handling: Salesforce addresses data skew—situations where a disproportionate 

number of records are associated with a single entity—by implementing best practices such as 

distributing ownership and optimizing sharing rules to maintain performance and prevent 

bottlenecks9.  
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3.3 AI/ML for Predictive Partitioning 

The integration of Artificial Intelligence (AI) and Machine Learning (ML) into dynamic partitioning 

enables predictive resource allocation. By analyzing historical usage patterns and tenant behaviors, 

AI/ML models can forecast future demands, allowing the system to proactively adjust resource 

allocations. This predictive approach enhances efficiency and ensures consistent performance across 

tenants. 

 

3.4 Trade-offs: Complexity vs. Performance Gains 

While dynamic partitioning offers significant benefits, it also introduces complexity in system design 

and management. Implementing real-time monitoring, predictive analytics, and adaptive resource 

allocation mechanisms requires sophisticated infrastructure and expertise. Organizations must weigh 

these complexities against the performance gains and scalability advantages to determine the suitability 

of dynamic partitioning for their specific needs. 

 

Dynamic partitioning represents a pivotal advancement in multi-tenant resource management, offering a 

responsive and efficient approach to handling diverse and fluctuating workloads. By adopting dynamic 

partitioning strategies, organizations can enhance system performance, ensure equitable resource 

distribution, and achieve greater scalability in their multi-tenant environments. 

 

4. Autoscaling Strategies in Salesforce Cloud 

In cloud computing, autoscaling is an important strategy that dynamically adjusts computing resources 

to meet fluctuating demands. It encompasses two primary approaches: vertical scaling, which involves 

augmenting the capacity of existing resources (e.g., increasing CPU or memory), and horizontal scaling, 

which entails adding or removing resource instances to more effectively distribute workloads. 

 

Traditional cloud platforms, such as Amazon Web Services (AWS), offer strong autoscaling capabilities. 

For instance, AWS's EC2 Auto Scaling allows for the automatic provisioning and de-provisioning of 

instances based on predefined policies, ensuring optimal performance and cost-efficiency . These 

platforms provide granular control over scaling parameters, enabling organizations to tailor resource 

allocation precisely to their needs10. 

 

Salesforce, operating as a Platform as a Service (PaaS), abstracts much of the underlying infrastructure 

management, offering a different paradigm for autoscaling. While it doesn't provide direct control over 

server instances, Salesforce incorporates several features to handle scaling within its multi-tenant 

environment: 
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● Hyperforce: Salesforce's infrastructure architecture that leverages public cloud providers to 

deliver enhanced scalability, security, and compliance across global markets. 

 

● Asynchronous Apex: Allows for the execution of long-running operations in the background, 

preventing them from blocking user interactions. 

 

● Queueable Jobs: Provide a flexible way to run asynchronous processes, enabling job chaining 

and complex processing flows11. 

 

● Platform Events: Facilitate event-driven architectures within Salesforce, allowing for real-time 

communication between applications and systems. 

 

To effectively manage workloads, Salesforce employs techniques for demand prediction and workload 

balancing. By monitoring key performance indicators (KPIs) such as CPU usage, throughput, and 

storage utilization, Salesforce can anticipate demand surges and adjust resources accordingly. This 

proactive approach helps maintain consistent performance levels and prevents resource contention 

among tenants. 

 

Monitoring and trigger-based scaling are integral to this process. Salesforce provides tools to track 

resource utilization and set thresholds that, when exceeded, trigger scaling actions. This ensures that 

resources are allocated efficiently, avoiding both over-provisioning, which leads to unnecessary costs, 

and under-provisioning, which can degrade performance. 

 

However, operating within a managed multi-tenant environment introduces certain limitations and 

considerations. Organizations must be mindful of governor limits, which are Salesforce's way of 

enforcing resource usage constraints to ensure equitable distribution among tenants. Understanding these 

limits is crucial for designing applications that scale effectively within the platform's constraints. 

 

While Salesforce's autoscaling strategies differ from those of traditional cloud platforms, they are 

tailored to its unique PaaS model. By leveraging features like Hyperforce, Asynchronous Apex, 

Queueable Jobs, and Platform Events, Salesforce provides robust mechanisms for dynamic resource 

allocation, ensuring scalability and performance in a multi-tenant environment. 
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5. Proposed Dynamic Resource Allocation Model 

In Salesforce's multi-tenant cloud environment, efficient resource allocation is paramount to ensure 

optimal performance, scalability, and fairness among diverse tenants. To address the dynamic nature of 

tenant workloads, a comprehensive dynamic resource allocation model is proposed, integrating 

telemetry, AI-driven predictions, and adaptive scaling mechanisms. 

 

5.1 Architectural Overview 

The proposed model comprises four integral components: 

 

1) Telemetry System: Continuously monitors real-time metrics such as CPU usage, memory 

consumption, API calls, and storage utilization across all tenants. This data provides insights into 

usage patterns and performance bottlenecks. 

 

2) Resource Manager: Acts upon telemetry data to allocate or reallocate resources dynamically. It 

ensures that each tenant receives appropriate resources based on current demand, maintaining 

system stability and performance. 

 

3) AI-Based Predictor: Utilizes machine learning algorithms to forecast future resource demands 

by analyzing historical usage trends and identifying patterns. This predictive capability enables 

proactive resource management, anticipating spikes or drops in demand. 

 

4) Scaling Executor: Implements the decisions made by the Resource Manager and AI-Based 

Predictor, adjusting resource allocations in real-time. It ensures seamless scaling operations 

without disrupting tenant activities. 

 

5.2 Evaluating Tenant Behavior and Adaptive Resource Allocation 

The model assesses tenant behavior through continuous analysis of telemetry data, identifying usage 

trends and anomalies. By categorizing tenants based on their behavior, such as consistent usage, sudden 

spikes, or gradual growth, the system can tailor resource allocations accordingly. This adaptive approach 

ensures that resources are efficiently distributed, minimizing waste and preventing performance 

degradation. 

 

5.3 Resource Throttling and Prioritization Strategies 

To maintain system integrity and prevent any single tenant from monopolizing resources, the model 

incorporates throttling mechanisms. These mechanisms impose limits on resource usage, ensuring 

equitable distribution among tenants. Prioritization strategies are also employed, granting higher 

resource access to critical operations or premium tenants during peak demand periods. 
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5.4 Tenant Categorization Data Model 

Tenants are categorized into three primary profiles: 

 

● Bursting Tenants: Exhibit sudden, unpredictable spikes in resource demand. The system 

allocates additional resources temporarily to accommodate these bursts, then scales back once 

demand subsides. 

 

● Steady-State Tenants: Maintain consistent resource usage over time. These tenants benefit from 

stable resource allocations, ensuring predictable performance. 

 

● Growth-Stage Tenants: Demonstrate gradual increases in resource consumption. The system 

incrementally adjusts resource allocations to match their evolving needs. 

 

This categorization allows the model to apply tailored resource management strategies, optimizing 

performance and cost-efficiency. 

 

5.5 Integration with Salesforce Org-Level Features and APIs 

The dynamic resource allocation model integrates seamlessly with Salesforce's existing infrastructure. It 

leverages org-level features and APIs to monitor and manage resources effectively. For instance, 

Salesforce's governor limits and event monitoring tools provide essential data for the telemetry system. 

Additionally, the model can utilize Salesforce's metadata-driven architecture to implement resource 

adjustments without impacting tenant configurations. 

 

The proposed dynamic resource allocation model offers a robust framework for managing resources in 

Salesforce's multi-tenant cloud environment. By combining real-time monitoring, predictive analytics, 

and adaptive scaling, it ensures optimal performance, scalability, and fairness across diverse tenant 

workloads. 

 

6. Security, Compliance, and Governance Considerations 

Ensuring strong security, compliance, and governance is paramount, especially when implementing 

dynamic resource allocation strategies. Key considerations include maintaining tenant isolation, 

safeguarding data, adhering to regional data sovereignty laws, and upholding performance Service Level 

Agreements (SLAs). 

 

6.1 Tenant Isolation in Dynamic Environments 

Salesforce uses a metadata-driven architecture that ensures logical separation of tenant data within 

shared databases. Each tenant's data is tagged with unique identifiers, and access controls are enforced 

through row-level and object-level security mechanisms. This design ensures that, even during dynamic 

resource reallocation, tenants remain isolated, preventing any cross-tenant data access or interference.  

 

6.2 Data Protection, Auditability, and Traceability 

Salesforce's security framework incorporates encryption for data at rest and in transit, adhering to 

industry standards. Audit trails are maintained for all data access and modifications, providing 
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traceability and supporting compliance audits. These measures ensure that dynamic adjustments in 

resource allocation do not compromise data integrity or security. 

 

6.3 Compliance with Regional Data Sovereignty 

With the introduction of Hyperforce, Salesforce allows customers to store data in specific geographic 

locations, addressing regional data residency requirements. This flexibility ensures compliance with 

laws such as the General Data Protection Regulation (GDPR) in Europe and other regional data 

protection regulations. Hyperforce's architecture supports dynamic scaling while maintaining data within 

designated jurisdictions12.  

 

6.4 Maintaining Performance SLAs Amid Dynamic Workloads 

Dynamic resource allocation must not compromise the performance guarantees provided to tenants. 

Salesforce monitors system performance continuously, adjusting resources proactively to meet SLAs. 

This includes scaling resources during peak usage and optimizing workloads to ensure consistent 

performance across all tenants. 

 

Salesforce's approach to dynamic resource allocation in a multi-tenant environment is underpinned by a 

strong commitment to security, compliance, and governance. Through architectural design and proactive 

monitoring, Salesforce ensures that tenants experience reliable and secure services, even as resources are 

dynamically managed to meet varying demands. 

 

7. Best Practices and Implementation Recommendations 

To effectively implement dynamic resource allocation in Salesforce's multi-tenant cloud environment, 

organizations should adhere to the following best practices: 

 
1) Initiate with Comprehensive Telemetry 

Begin by establishing a robust telemetry framework to monitor current resource usage. 

Salesforce's Event Monitoring provides detailed insights into user activities, API usage, and 

performance metrics, enabling the identification of usage patterns and potential bottlenecks.  

 

2) Define Tenant Personas and Service Level Agreements (SLAs) 

Classify tenants based on their usage behaviors into categories such as: 

 Bursting Tenants: Experience sudden spikes in resource demand. 

Steady-State Tenants: Maintain consistent resource usage over time. 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT24046071 Volume 15, Issue 4, October-December 2024 10 

 

Growth-Stage Tenants: Exhibit gradual increases in resource consumption. 

 

Establish clear SLAs for each category to ensure equitable resource distribution and performance 

expectations. 

 

3) Combine Static Guarantees with Dynamic Bursting 

Implement a hybrid resource allocation strategy that provides baseline resources to all tenants 

(static guarantees) while allowing for dynamic scaling (bursting) during peak demand periods. 

This approach ensures stability and responsiveness without over-provisioning. 

 

4) Foster Cross-Functional Collaboration 

Encourage collaboration among DevOps, architecture, and product teams to align resource 

allocation strategies with business objectives. Regular communication ensures that infrastructure 

decisions support application performance and user satisfaction13. 

 

5) Implement Continuous Monitoring and Iterative Refinement 

Establish a feedback loop where resource usage data informs ongoing adjustments to allocation 

strategies. Regularly review telemetry data to identify trends, validate assumptions, and refine 

resource distribution policies. 

 

6) Leverage Salesforce-Native Tools for Optimization 

● Event Monitoring: Use to track user interactions and system performance, aiding in 

proactive issue detection and resolution14.  

 

● Platform Cache: Employ to store frequently accessed data, reducing database load and 

improving application responsiveness.  

 

● Salesforce Shield: Implement for enhanced security, compliance, and governance, including 

features like Field Audit Trail and Platform Encryption.  

 

By adhering to these best practices, organizations can optimize resource utilization, enhance application 

performance, and maintain compliance within Salesforce's multi-tenant architecture15. 

 

8. Future Outlook and Strategic Implications 

The future of multi-tenant optimization in Salesforce Cloud is poised to be shaped by advancements in 

intelligent resource management, particularly through the integration of artificial intelligence and 

machine learning. These technologies are driving the evolution of predictive scaling and partitioning 

strategies, enhancing the platform's ability to dynamically allocate resources based on real-time demand 

and usage patterns. 
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8.1 AI/ML-Driven Predictive Scaling and Partitioning 

Salesforce is increasingly leveraging AI and ML to forecast resource requirements and optimize 

workload distribution across its multi-tenant architecture. By analyzing historical data and usage trends, 

predictive models can anticipate spikes in demand, enabling proactive scaling of resources to maintain 

performance and reliability. This approach not only improves system efficiency but also enhances the 

user experience by reducing latency and ensuring consistent application responsiveness. 

 

8.2 Enhanced Configurability in Salesforce Platform Services 

The Salesforce Platform is evolving to offer greater configurability, allowing organizations to tailor 

services to their specific needs. Features such as customizable metadata, modular components, and 

flexible APIs empower developers to build and deploy applications that align closely with business 

requirements. This increased flexibility facilitates more efficient resource utilization and supports the 

development of scalable, high-performance applications. 

 

8.3 Business Impacts: Cost Savings, User Experience, and Tenant Retention 

Implementing intelligent resource management strategies yields significant business benefits. Optimized 

resource allocation leads to cost savings by minimizing over-provisioning and reducing infrastructure 

expenses. Enhanced system performance and reliability contribute to a superior user experience, 

fostering increased customer satisfaction and loyalty. Furthermore, the ability to scale resources 

dynamically supports tenant growth and retention by accommodating evolving business needs without 

compromising service quality. 

 

8.4 Alignment with Scalable SaaS and Salesforce’s Future Roadmap 

These advancements align with the broader vision of scalable Software as a Service and Salesforce's 

commitment to innovation. By integrating AI and ML into its core infrastructure, Salesforce is 

positioning itself to meet the demands of a rapidly changing digital landscape, providing customers with 

a robust, adaptable platform capable of supporting long-term growth and success. 

 

The integration of intelligent resource management strategies within Salesforce Cloud represents a 

significant step forward in multi-tenant optimization. Through AI/ML-driven predictive scaling, 

enhanced platform configurability, and a focus on delivering tangible business benefits, Salesforce is 

well-equipped to support the evolving needs of its diverse customer base. 
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9. Conclusion 

As organizations increasingly adopt cloud-native platforms like Salesforce to drive digital 

transformation, the demands on multi-tenant infrastructure continue to grow. This whitepaper has 

explored the critical challenges of resource allocation in a multi-tenant environment, where performance 

bottlenecks, tenant diversity, and static provisioning can hinder operational efficiency and user 

experience. In this context, optimizing resource management is not merely a technical consideration - it 

is a strategic imperative. 

 

Dynamic partitioning and autoscaling have emerged as foundational strategies for achieving elasticity 

and performance balance in shared cloud environments. Dynamic partitioning enables more granular, 

adaptive segmentation of resources based on tenant profiles and real-time usage, ensuring equitable 

distribution without the rigidity of static models. Autoscaling, particularly when enhanced with 

telemetry and AI-driven prediction, empowers the platform to respond proactively to workload 

fluctuations, preventing over-provisioning and underperformance. 

 

Throughout this paper, we have examined how Salesforce’s evolving architecture—especially with 

innovations like Hyperforce, Event Monitoring, and Platform Cache—supports intelligent resource 

orchestration. The integration of machine learning for predictive scaling, combined with robust 

telemetry systems and governance controls, lays the groundwork for a resilient, future-ready Salesforce 

ecosystem. 

 

Ultimately, the path to multi-tenant optimization is not a one-time implementation but an ongoing 

process of refinement. Organizations must continuously monitor tenant behavior, evaluate workload 

patterns, and adjust allocation policies in alignment with business objectives and regulatory constraints. 

 

By embracing scalable, data-informed practices, organizations can maximize the performance, cost-

efficiency, and user satisfaction of their Salesforce deployments. As the cloud landscape becomes 

increasingly complex, the capacity to dynamically and intelligently optimize resources will define the 

agility and success of modern enterprises. The call to action is clear: invest in adaptive infrastructure 

strategies today to ensure sustainable growth and competitive advantage tomorrow.

References: 

1. Architects, S. (2022, August 1). Platform Multitenant architecture. 

https://architect.salesforce.com/fundamentals/platform-multitenant-architecture 

2. Cookies, D. (2025, March 5). Deep Dive: Salesforce’s Multi-Tenancy Architecture. DEV 

Community. https://dev.to/devcorner/deep-dive-salesforces-multi-tenancy-architecture-46am 

3. Priyanka. (n.d.). What is multitenant architecture in Salesforce. Edureka Community. 

https://www.edureka.co/community/287031/what-is-multitenant-architecture-in-salesforce 

4. Mitigating the noisy neighbour multitenancy problem. (2022, September 23). 

https://markheath.net/post/noisy-neighbour-multi-tenancy 

5. Fred. (2025, March 26). Salesforce and Multi-Tenant LMS–Seamless embedded LMS for enterprises. 

Paradiso eLearning Blog. https://www.paradisosolutions.com/blog/salesforce-multi-tenant-lms/ 

 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT24046071 Volume 15, Issue 4, October-December 2024 13 

 

6. Hours, A. (2025, March 18). Governor Limits in Salesforce & Best Practices. Apex Hours. 

https://www.apexhours.com/governor-limits-in-salesforce/ 

7. Khatri, I. (2025, March 16). Salesforce Governor Limits and Best Practices - Irfan Khatri. Irfan 

Khatri. https://www.irfankhatri.com/blog/salesforce-governor-limits-and-best-practices/ 

8. GeeksforGeeks. (2024, December 23). Governor limits in salesforce. GeeksforGeeks. 

https://www.geeksforgeeks.org/governor-limits-in-salesforce/ 

9. Trailhead. (n.d.). Optimize large data volume & avoid data skew in salesforce. 

https://trailhead.salesforce.com/content/learn/modules/large-data-volumes/design-your-data-model 

10. Trailhead. (n.d.). Amazon EC2 auto scaling explained. 

https://trailhead.salesforce.com/content/learn/modules/aws-optimization/discover-amazon-ec2-auto-

scaling 

11. Cloud-Code-Academy. (n.d.). GitHub - Cloud-Code-Academy/module9-asynchronous-apex-

dmariek92. GitHub. https://github.com/Cloud-Code-Academy/module9-asynchronous-apex-dmariek92 

12. Chekan, Y. (2024, November 25). Salesforce Hyperforce: The future of scalable and secure cloud 

infrastructure. Synebo. https://www.synebo.io/blog/salesforce-hyperforce-the-future-of-scalable-and-

secure-cloud-infrastructure-2/ 

13. Mazalon, L., & Taylor, L. (2024, May 20). Complete guide to Salesforce Shield. Salesforce Ben. 

https://www.salesforceben.com/salesforce-shield/ 

14. Mazalon, L., & Taylor, L. (2024, May 20). Complete guide to Salesforce Shield. Salesforce Ben. 

https://www.salesforceben.com/salesforce-shield/ 

15. Administrator. (2024, June 6). Best Practices for Salesforce Maintenance and Optimization [2024] - 

Kizzy Consulting-Top Salesforce Partner. Kizzy Consulting-Top Salesforce Partner. 

https://kizzyconsulting.com/best-practices-for-salesforce-maintenance-and-optimization/ 

 

https://www.ijsat.org/

