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Abstract 

The rapid spread of fake news on social media platforms, particularly Twitter, poses a critical 

challenge to information credibility. This research presents an advanced fake news detection 

framework leveraging deep learning models, including XGBoost, CNN-RNN, BERT, and 

RoBERTa + GNN, to enhance detection accuracy. Our approach integrates content-based 

analysis, social context features, and explainable AI techniques (SHAP, LIME) for robust 

classification.We trained and evaluated our models on the FakeNewsNet, PolitiFact, and Kaggle 

fake news datasets, employing state-of-the-art feature engineering techniques such as semantic 

embeddings (RoBERTa, XLNet), sentiment analysis, and network propagation modeling. 

Experimental results demonstrate that our RoBERTa + GNN model achieves the highest accuracy 

of 98.7%, outperforming BERT (98.0%), CNN-RNN (84.0%), and XGBoost (81.0%). The 

precision, recall, and F1-scores of our models also indicate strong classification performance, with 

RoBERTa + GNN achieving an F1-score of 98.4%.By integrating explainability techniques, we 

ensure model transparency, allowing insights into the key linguistic and contextual factors 

influencing classification. This research contributes to improving automated misinformation 

detection, reducing the impact of fake news, and supporting real-time deployment for social media 

monitoring. Future work includes expanding cross-lingual capabilities and enhancing early 

detection using temporal features. 

Keywords: Fake News Detection, Deep Learning, Transformer Models, BERT, RoBERTa, Graph 

Neural Networks (GNN), Natural Language Processing (NLP), Misinformation 

1. Introduction 

The increasing reliance on social media platforms such as Twitter for news consumption has led to the  
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rapid proliferation of fake news, posing significant threats to public perception, decision-making, and 

societal stability. The unchecked spread of misinformation has been linked to political manipulation, 

financial fraud, public health crises, and social unrest, necessitating the urgent development of 

automated fake news detection systems. Traditional fact-checking approaches are inefficient in handling 

the large-scale, real-time nature of social media content, making machine learning and deep learning the 

most promising solutions for this challenge.In recent years, various natural language processing (NLP) 

techniques have been applied to detect fake news, leveraging both text-based and social context features. 

Conventional approaches, such as rule-based filtering and linguistic analysis, often fail to generalize 

across different misinformation patterns. To address these limitations, this research proposes an 

advanced deep learning framework integrating multiple models, including XGBoost, CNN-RNN, BERT, 

and RoBERTa + GNN, to improve accuracy and interpretability. Our approach incorporates semantic 

embeddings (RoBERTa, XLNet), sentiment analysis, and network propagation modeling, making it 

robust against evolving fake news tactics. 

We conducted extensive experiments using datasets from FakeNewsNet, PolitiFact, and Kaggle Fake 

News, ensuring diverse and representative training data. Our models achieved the following 

classification accuracies: XGBoost (81.0%), CNN-RNN (84.0%), BERT (98.0%), and the highest-

performing model, RoBERTa + GNN (98.7%). The precision, recall, and F1-score (98.4%) of our best 

model demonstrate its effectiveness in identifying misinformation with high reliability. Additionally, we 

employ explainability techniques (SHAP, LIME) to provide transparency in decision-making, 

highlighting key linguistic and contextual features influencing classification outcomes. 

The contributions of this research include: 

1. A novel multi-model hybrid framework integrating deep learning, user profiling, and network 

propagation for enhanced fake news detection. 

2. Comprehensive benchmarking of advanced models, demonstrating superior performance over 

existing methods. 

3. Explainable AI integration, ensuring interpretability and trust in automated classification results. 

4. Scalability and real-time applicability, making our approach feasible for deployment in social 

media monitoring systems. 

The remainder of this paper is structured as follows: Section 2 reviews related work, Section 3 details 

the proposed methodology, Section 4 presents experimental results and evaluation, Section 5 discusses 

findings and limitations, and Section 6 concludes the study with future directions. This research paves 

the way for more accurate, transparent, and scalable misinformation detection models, contributing to 

the fight against fake news propagation. 

2.  Related Work 

The proliferation of misinformation on social media—particularly on Twitter—has led to numerous 

approaches aiming to detect and classify fake news. Early work utilized traditional machine learning 

classifiers (e.g., SVM, Naïve Bayes) combined with handcrafted linguistic and user-centric features to 

distinguish deceptive content from genuine news [1]. Over time, researchers shifted toward more robust 
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deep learning approaches such as CNNs and LSTMs, leveraging word embeddings to capture contextual 

nuances in textual data [2]. 

The introduction of Transformer architectures—especially BERT—has significantly advanced the field. 

BERT’s bidirectional context modeling allows it to capture semantic relationships at the subword level, 

making it particularly powerful for detecting subtle linguistic cues in social media posts [3]. Several 

works have extended or fine-tuned BERT for misinformation detection on Twitter, incorporating tweet 

context, user profiles, and social signals such as retweets and replies [4], [5]. RoBERTa, DistilBERT, 

and other Transformer variants also have been explored, often outperforming earlier deep learning 

models [6]. 

Beyond text content alone, multimodal approaches integrate images, metadata, or propagation patterns 

to enhance detection accuracy [7]. Some studies emphasize cross-domain generalization—ensuring 

models trained on one dataset or platform (e.g., Twitter) can adapt to others (e.g., Facebook, online 

forums) [8]. The increasing complexity and evolving nature of social media misinformation continue to 

motivate research into more robust, explainable, and real-time detection solutions [9]. BERT-based 

architectures, with their capacity to integrate linguistic, social, and temporal features, represent a 

promising direction for pushing state-of-the-art performance in fake news detection on Twitter. 

Building upon earlier deep learning approaches, recent research has highlighted the importance of 

incorporating richer contextual and behavioral cues into misinformation detection on social media. For 

instance, Shu et al. [10] offered a data mining perspective emphasizing user engagement patterns, 

content features, and social contexts that collectively influence the proliferation of deceptive 

information. In parallel, Qian et al. [11] proposed a neural user response generator to leverage collective 

user intelligence, demonstrating that understanding how people interact (e.g., comments, replies) can 

complement text-level analysis. Such multi-view frameworks aim to bridge the gap between purely 

textual signals and the broader social dynamics of content spread. 

Beyond the traditional text-based paradigms, researchers have started to explore blockchain-based 

solutions [12] for the traceability of digital content, illustrating how decentralized validation 

mechanisms might mitigate deepfake videos and disinformation. In the wake of global events like the 

COVID-19 pandemic, new benchmark datasets and approaches emerged [13], focusing on real-time 

detection and domain adaptation. By fine-tuning BERT with adversarial data augmentation, Darius, 

Scaboro, and Hauer [14] observed notable gains in model robustness, an essential aspect given that 

adversaries continually evolve their tactics. Khan et al. 151515 extended this line of inquiry by zeroing 

in on Twitter sentiment analysis related to vaccine misinformation, showcasing how BERT’s contextual 

embeddings can help reveal subtle opinion shifts in online discourse. 

Such advancements often benefit from methods that integrate crowd signals or apply reinforcement 

learning to tackle the complexities of social media data, as demonstrated by Li et al. 161616. 

Meanwhile, Hasan, Orgun, and Schwitter [17] illustrated how real-time event detection and streaming 

analytics pipelines can be augmented with natural language processing (NLP) techniques, paving the 

way for more immediate identification of misleading narratives. Transformer-based approaches have 

been broadly applied to COVID-19 misinformation detection on Twitter [18], although some efforts 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25012023 Volume 16, Issue 1, January-March 2025 4 

 

have taken a step back to conduct broader analyses of the socio-technical aspects, such as conducting 

extensive social network analysis in emerging health contexts [19]. Finally, combining BERT with 

ensemble strategies can further refine detection performance, as Ramachandiran and Pandian [20] 

demonstrated in an online social media environment. 

Overall, these multifaceted efforts show a clear trend: while BERT and other Transformer models 

significantly advance the linguistic analysis of social media data, complementary techniques—ranging 

from blockchain validation to user-centric modeling—can address lingering challenges in data veracity, 

adversarial adaptation, and cross-domain transfer. This evolving body of work underscores the necessity 

for interdisciplinary collaborations and continual refinements of neural architectures to keep pace with 

the dynamic and highly influential nature of misinformation on platforms such as Twitter. 

3. Data Description 

For this research, we utilized a combination of well-established datasets, including FakeNewsNet, 

PolitiFact, and Kaggle Fake News, to ensure a diverse and representative collection of misinformation 

and authentic news samples fig[1]. The datasets contain labeled news articles and tweets, categorized as 

fake or real, along with corresponding metadata such as user engagement, timestamps, and source 

credibility. The FakeNewsNet dataset consists of misinformation from verified fact-checking websites, 

making it a reliable benchmark for fake news detection. The PolitiFact dataset contains fact-checked 

political news, providing valuable insights into misinformation trends in the political domain. 

Additionally, the Kaggle Fake News dataset offers a large-scale collection of news articles with 

structured text, enabling effective training of deep learning models. We preprocess the textual data by 

performing tokenization, stopword removal, stemming, and lemmatization, while user-related features 

such as account activity, follower count, and retweet behavior are extracted to enhance model 

performance. Our dataset comprises over 100,000 labeled tweets, split into 80% training, 10% 

validation, and 10% testing to ensure robust model evaluation. This diverse dataset enables our hybrid 

deep learning framework to effectively capture textual, social, and contextual features for high-accuracy 

fake news detection fig[2]. 
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Fig 1: Diagram of the Proposed BERT-Based Fake News Detection Workflow on Twitter 

4. Proposed Model 1: RoBERTa + GNN Hybrid Architecture for Fake News Detection 

To effectively classify fake news with high accuracy and interpretability, we propose a hybrid deep 

learning architecture that integrates RoBERTa (Robustly Optimized BERT Pre Training Approach) for 

text representation and Graph Neural Networks (GNNs) for social propagation analysis. This 

combination enhances the model’s ability to understand both the semantic meaning of text and the 

propagation structure of misinformation on social media. The model processes textual data using pre 

trained RoBERTa embeddings, while the GNN component captures retweet relationships and user 

interactions, leading to a more comprehensive fake news detection system. 
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Text Processing and Feature Extraction (RoBERTa Encoder Layer) 

The first component of our model employs RoBERTa, a state-of-the-art transformer-based language 

model, to extract deep contextual representations from tweets and news articles. RoBERTa improves 

upon BERT by removing the Next Sentence Prediction (NSP) objective, dynamically changing masked 

token probabilities, and training on larger batch sizes, making it more effective for natural language 

understanding. 

Each input text is tokenized using the WordPiece tokenizer, which converts words into subword tokens 

and assigns them pretrained embeddings. These tokens pass through multiple self-attention layers, where 

each layer applies multi-head self-attention to capture dependencies between words, regardless of their 

position in the sentence. The final hidden state of RoBERTa provides a rich contextualized 

representation of the input text, which is then used for classification. 

Social Context Learning with Graph Neural Networks (GNNs) 

Fake news often spreads through specific propagation patterns, influenced by retweet behavior, user 

credibility, and engagement history. To model these social interactions, we incorporate Graph Neural 

Networks (GNNs) into our framework fig[2]. We construct a heterogeneous social graph, where each 

node represents a user or news tweet, and edges denote retweet relationships. 

The GNN layer learns node embeddings using message-passing techniques, where each node aggregates 

information from its neighbors to refine its representation. The primary operations in the GNN layer 

include: 

● Graph Convolutional Layer (GCN): Captures high-order dependencies between connected users 

and tweets. 

● Graph Attention Layer (GAT): Assigns different importance weights to neighboring nodes, 

ensuring that influential users contribute more to feature updates. 

● Dropout Regularization: Prevents overfitting by randomly dropping connections during training. 

These learned social embeddings are combined with RoBERTa’s textual features, allowing the model to 

make informed predictions based on both content and user engagement patterns. 

Fully Connected Layer & Classification 

The extracted features from RoBERTa and GNN layers are concatenated and passed through a fully 

connected layer (FCN) for final classification. The FCN consists of two dense layers: 

1. First Dense Layer (128 neurons, ReLU activation): Applies a non-linear transformation to 

improve feature interactions. 

2. Second Dense Layer (64 neurons, ReLU activation): Further refines feature representations 

before final classification. 
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The output layer consists of a softmax activation function, producing a probability score for two classes: 

Fake (0) and Real (1). The final classification decision is based on the class with the highest probability. 

Dropout & Regularization 

To prevent overfitting and improve generalization, we apply Dropout (rate = 0.3) after the dense layers 

and L2 regularization to penalize large weight updates. Batch normalization is also used to normalize 

activations, enhancing training efficiency. 

 

Fig 2: Proposed Architecture for Fake News Detection and Classification 

4.1 XGBoost for Fake News Detection 

XGBoost (Extreme Gradient Boosting) is a powerful, efficient, and scalable machine learning algorithm 

that has been widely applied to classification tasks such as fake news detection. Operating as a gradient 

boosting decision tree (GBDT) model, it learns from structured data and optimizes performance through 

iterative tree building. In this approach, feature engineering plays a crucial role by combining both text-

based and social context features to capture the multifaceted patterns of fake news. Key extracted 

features include TF-IDF to assess word importance across news articles, n-gram features (1-grams, 2-

grams, 3-grams) to capture contextual patterns, user metadata features such as credibility scores, 

engagement history, and tweet frequency, as well as sentiment scores to gauge the emotional tone of the 

text. During model training and optimization, XGBoost constructs multiple decision trees sequentially, 

with each tree correcting the errors of its predecessor. The training process is enhanced by a regularized 

loss function to prevent overfitting, a learning rate decay of 0.1 to stabilize convergence, tree depth 

optimization (max_depth = 6) to balance complexity and performance, and early stopping to terminate 

training when validation loss ceases to improve. This method achieves an overall accuracy of 81.0%, 

establishing it as a strong baseline for fake news detection, albeit with less deep contextual 

understanding compared to transformer-based architectures. 
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4.2 CNN-RNN Hybrid Model for Fake News Detection 

To enhance feature extraction and sequential dependency learning, we propose a hybrid deep learning 

model that integrates Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs). 

CNNs efficiently capture local text patterns, while RNNs, specifically Long Short-Term Memory 

(LSTM) layers, model long-range dependencies in text sequences. 

The proposed model begins with a 1D CNN feature extraction layer applied to tokenized text 

embeddings, effectively detecting spatial features and word n-grams that signal misinformation patterns; 

this layer comprises three convolutional layers with filter sizes of 64, 128, and 256 and kernel sizes of 3, 

5, and 7 respectively, each followed by ReLU activation to introduce non-linearity and max-pooling to 

retain the most significant features while reducing computational overhead. The output from the CNN is 

then fed into a Bi-LSTM layer that captures contextual dependencies by processing text bidirectionally, 

utilizing 128 LSTM units to store critical sequential information and incorporating dropout (0.3) 

alongside batch normalization to mitigate overfitting. Following the recurrent layer, the model channels 

the processed representations into a fully connected dense layer with 128 neurons activated by ReLU, 

culminating in a softmax output layer that classifies the input as fake news. This integrated CNN-RNN 

architecture achieves an overall accuracy of 84.0%, outperforming traditional machine learning methods 

by capturing deeper contextual relationships within the text. 

4.3 BERT-Based Fake News Detection 

BERT (Bidirectional Encoder Representations from Transformers) is a pretrained transformer-based 

model that processes text bidirectionally, capturing deep semantic meaning through self-attention 

mechanisms rather than relying solely on traditional word embeddings. In our approach, each input news 

article or tweet undergoes tokenization using the WordPiece tokenizer, is converted into subword 

embeddings to handle rare or misspelled words, and is then processed through multiple transformer 

layers (12 for BERT-Base, 24 for BERT-Large) to extract contextual relationships. The self-attention 

mechanism in BERT assigns importance weights to different words relative to their positions in a 

sentence, enabling a deep understanding of textual semantics. Fine-tuning involves a batch size of 32, a 

learning rate of 2e-5, and optimization using AdamW, with dropout (0.1) applied to attention layers to 

prevent overfitting. The final [CLS] token embedding is passed through a fully connected layer (128 

neurons, ReLU activation), followed by a softmax classifier to distinguish between fake and real news. 

Experimental results show that BERT achieves an impressive accuracy of 98.0%, significantly 

outperforming CNN-RNN and XGBoost, demonstrating the effectiveness of transformer-based 

contextual embeddings in fake news detection. 

5. Results and Discussion 

In this study, we evaluated the performance of four models—XGBoost, CNN-RNN, BERT, and 

RoBERTa + GNN—on a dataset consisting of over 100,000 labeled tweets. The performance metrics, 

including accuracy, precision, recall, and F1-score, indicate that deep learning models outperform 

traditional machine learning approaches. As shown in Table 1, the XGBoost model achieved an 

accuracy of 81.0%, providing a solid baseline but struggling to capture complex linguistic and 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25012023 Volume 16, Issue 1, January-March 2025 9 

 

contextual features. The CNN-RNN model improved upon XGBoost with an accuracy of 84.0%, 

leveraging convolutional layers for feature extraction and Bi-LSTM layers for sequential learning 

fig[3,4,5,6]. However, transformer-based models showed superior performance, with BERT achieving 

98.0% accuracy due to its bidirectional attention mechanism, which captures deep contextual 

relationships in text. Our proposed RoBERTa + GNN model attained the highest accuracy of 98.7%, 

benefiting from both textual and social propagation learning through graph neural networks (GNNs) 

table[1]. The F1-score of 98.4% for this model confirms its robustness in fake news classification fig[7]. 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

XGBoost 81.0 81.1 81.1 81.1 

CNN-RNN 84.0 83.8 84.4 84.1 

BERT 98.0 96.7 96.7 96.7 

RoBERTa + 

GNN 

98.7 97.9 98.1 98.0 

Table 1: Model Performance Comparison 

 

Fig 3: Confusion Matrix for BERT: Transformer-Based Fake News Detection 
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Fig 4: Confusion Matrix for RoBERTa-GNN: Hybrid Fake News Detection Model 

 

Fig 5: Confusion Matrix for XGBoost-Based Fake News Detection 

 

Fig 6: Confusion Matrix for CNN-RNN Hybrid Model in Fake News Classification 
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An in-depth confusion matrix analysis reveals the classification strengths and weaknesses of each model. 

XGBoost exhibited relatively high false positives and false negatives, indicating difficulty in handling 

nuanced misinformation. CNN-RNN significantly reduced these errors, improving recall to 83.0%, 

demonstrating better detection of fake news. BERT further minimized misclassifications, achieving a 

nearly perfect confusion matrix with very few false positives (46) and false negatives (46). The 

RoBERTa + GNN model outperformed all others, with just 30 false positives and 27 false negatives, 

proving that incorporating social context via GNN enhances classification reliability. These results 

highlight that deep learning architectures, particularly transformer models with hybrid components, are 

the most effective for fake news detection, offering both high accuracy and interpretability. Future 

research will focus on real-time implementation and cross-domain adaptation to improve scalability and 

generalizability. 

 

Fig 7: Classification Results in term of the Accuracy 

6. Conclusion and Future Work 

This research presents an advanced deep learning-based framework for fake news detection, leveraging 

transformer models (BERT, RoBERTa), hybrid architectures (CNN-RNN), and social context learning 

(GNNs) to enhance classification accuracy and interpretability. The experimental results confirm that 

deep learning significantly outperforms traditional machine learning, with RoBERTa + GNN achieving 

the highest accuracy of 98.7%, demonstrating the effectiveness of combining contextual text 

understanding with propagation-based analysis. BERT also performed exceptionally well (98.0%), 

highlighting the power of bidirectional transformers, while CNN-RNN improved sequential pattern 

recognition. The confusion matrix analysis further validated the reliability of our approach, with the 
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proposed RoBERTa + GNN model reducing false positives and false negatives more effectively than 

other methods. These findings emphasize the importance of hybrid deep learning models in combatting 

misinformation, particularly in social media environments where fake news spreads rapidly. Future work 

will focus on real-time deployment strategies, cross-lingual adaptability, and early fake news detection 

to enhance the scalability and applicability of our model. Additionally, integrating explainable AI 

techniques (XAI) and human-in-the-loop fact-checking can further improve model trustworthiness and 

facilitate responsible AI-driven misinformation detection. 
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