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Abstract 

Maintaining a healthy diet is challenging in today's fast-paced world. Accurate Identifying what you eat 

and estimating its calories are vital for effectively managing your dietary habits. In this paper, we put 

forward a proposal. an AI-driven system for Identifying what you eat and estimating its calories using a 

distributed approach. Our algorithm, Food Recognition and Adaptive Calorie Estimation (FRACE), 

leverages convolutional neural networks (CNNs) to identify food items and estimate their caloric content 

with high accuracy. The foundation of our methodology is image based food identification and calorie 

prediction using advanced learning. Dataset diversity and real-time processing impact the recognition 

process as well. This work presents the Food Recognition and Adaptive Calorie Estimation (FRACE) 

algorithm, which enhances accuracy in food recognition by minimizing misclassification errors and 

optimizing dataset variability, outperforming state-of-the-art techniques. Our approach efficiently 

estimates calorie content even with limited food datasets. We also investigate the impact of portion size 

variations and food diversity on estimation accuracy. Empirical analysis shows that misclassification of 

complex dishes affects the accuracy of the proposed algorithm. To address this problem, we further 

optimized the FRACE algorithm by improving feature extraction and dataset annotation. The suggested 

approach outperforms existing food recognition techniques, as demonstrated through an empirical 

research study conducted using a CNN-based simulation model. 

 

Keywords: Convolutional Neural Network, Adaptive Calorie Estimation, Image Based Food 

Identification 

Whereas advanced learning models autonomously learn relevant features from large 

1. Introduction 

Identifying what you eat and estimating its calories are crucial in maintaining a balanced diet and 

promoting healthier lifestyles. Our research focuses on the development of the Food Recognition and 

Adaptive Calorie Estimation (FRACE) algorithm, which has direct implications for enhancing dietary 

monitoring and nutritional assessment. Food recognition can be approached using different techniques, 

such as feature-based methods, machine learning models, and advanced learning-based approaches [1], 

[2], [3]. Traditional feature- based methods rely on handcrafted features for classification, datasets. Since 

accurately Identifying what you eat and estimating its calories are essential for dietary monitoring, 

ensuring high accuracy while minimizing computational overhead is critical. There is a need to reduce 
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the computational complexity of food identification while improving precision. In other words, food 

recognition should be achieved with minimal processing time while maintaining accuracy. Towards this 

end, advanced learning-based approaches outperform traditional feature-based methods, as demonstrated 

in the literature. In this research, we investigate this hypothesis further through an empirical study. 

Various deep 

 

Figure 1: Various node localization method 

 

learning approaches for food recognition are illustrated in Figure 1. 

Advanced learning-based food recognition techniques differ in their operational methodologies. Among 

these techniques are Convolutional Neural Networks (CNNs), transfer learning, vision transformers, 

region-based recognition methods, and hybrid models integrating multiple techniques. In this paper, 

CNN-based techniques are employed for food recognition. Several methods for image-based food 

recognition have been explored in prior research. Kim et al. [6] propose a advanced learning-based 

image segmentation model that improves food classification accuracy. Sun et al. 

[8] introduce an enhanced CNN model with optimized preprocessing techniques, reducing 

misclassification rates for complex dishes. Balaji et al. [10] present a calorie estimation framework using 

multi-modal data, integrating food images with textual descriptions for improved accuracy. Sun et al. 

[13] develop a real-time food recognition system that leverages edge computing for faster processing on 

mobile devices. The literature indicates a need for enhanced food recognition methodologies that 

achieve higher accuracy while reducing computational cost. This work introduces the Food Recognition 

and Adaptive Calorie Estimation (FRACE) algorithm, which leverages CNNs for precise food 

classification and calorie estimation, incorporating dataset preprocessing and feature enhancement 

techniques to minimize errors. Additionally, it addresses dataset imbalance and annotation 

inconsistencies through an optimized methodology, significantly improving recognition accuracy 

compared to state-of-the-art approaches, as validated by extensive experimental analysis. The following 

are our key contributions in this paper. We have developed a advanced learning- based system for 

Identifying what you eat and estimating its calories. The algorithm, known as Food Recognition and 

Adaptive Calorie Estimation (FRACE), integrates CNNs to achieve efficient recognition with minimal 

preprocessing overhead. The system enhances accuracy by leveraging optimized dataset preprocessing 

techniques. Accurate portion size estimation is essential for effective calorie prediction. Our paper also 

analyzes dataset diversity and the impact of portion size variations on calorie estimation. We found that 

dataset biases and misclassifications affect the accuracy of the suggested algorithm. By refining dataset 

augmentation and feature extraction techniques, we improved the FRACE methodology to address these 
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issues. Our proposed approach outperforms existing food recognition frameworks, as demonstrated 

through empirical evaluations on benchmark datasets. The remainder of the document is arranged as 

follows: Section 2: Reviews prior research on Identifying what you eat and estimating its calories 

techniques. Section 3: Describes the proposed advanced learning- based approach for food recognition. 

Section 4: Discusses experimental results and performance evaluation. Section 5: Provides conclusions 

and directions for future research. 

2. Related work 

Many Identifying what you eat and estimating its calories approaches exist in the literature. Pouladzadeh 

et al. [1] propose a food nutrition intake recognition system utilizing food image processing, shape 

recognition, and nutritional fact tables to estimate consumption calories and nutrient components. 

Angulo Núñez et al. [2] introduce rule extraction from Support Vector Machines (SVMs) for 

explainable AI models, aiding in food classification. Bandini et al. [3] analyze the accuracy of reported 

energy intake in adolescents, highlighting underreporting challenges. Baumberg et al. [4] explore feature 

matching for wide-view image recognition, applicable to food classification from different angles. 

Bellazzi et al. [5] discuss telemedicine's role in diabetes management, emphasizing automated dietary 

monitoring. Kumar et al. [6] propose a neural network-based calorie estimation system using a 

multilayer perceptron model, extracting food features for calorie calculation. Subhi et al. [7] survey 

visionbased dietary assessment approaches, comparing traditional and AI-driven methods for food 

recognition. Ahmed et al. [8] study food intake and nutritional status correlations, reinforcing the need 

for automated dietary assessment tools. Honma et al. [9] introduce a localization technique using RSSI, 

applicable to mobile food recognition frameworks for real-time calorie tracking. Coma et al. [10] 

develop an Android-based occupancy detection system for smart applications, demonstrating potential in 

real-time dietary monitoring solutions. 

Sun et al. [11] propose an improved CNN model for food recognition, optimizing preprocessing for 

enhanced accuracy. Goyal et al. [12] introduce an energy-efficient clustering method for optimized data 

transmission in image-based recognition systems. Turjman et al. [13] address IoT security concerns in 

dietary tracking applications, integrating hybrid monitoring systems. Nandi et al. [14] develop a fault-

tolerant data distribution protocol, enhancing food dataset management for AI models. Verma et al. [15] 

explore evolutionary clustering algorithms for optimized calorie estimation frameworks. 

Seddiki et al. [16] present a trust management model focusing on secure food database handling, 

preventing data manipulation in nutritional analysis applications. Xie et al. [17] propose an adaptive 

feature extraction model improving food classification across diverse datasets. Singh et al. 

[18] introduce a flower pollination algorithm enhancing convergence in advanced learning- based calorie 

estimation models. Balico et al. [19] compare predictive models like Kalman filters and machine learning 

for food intake prediction. Vadivel et al. [20] propose a multi-adaptive routing protocol optimizing real-

time dietary tracking systems. 

Mandeep et al. [21] analyze cluster-based methodologies for food recognition, discussing performance 

trade-offs. Boukerche et al. [22] highlight connectivity challenges in dietary AI systems, emphasizing 

the need for robust networked solutions. Çavdar et al. [23] examine localization techniques in dietary 

IoT applications, focusing on accuracy improvements. Zaied et al. [24] introduce a reinforcement 

learning approach for food tracking, improving meal portion estimation. Zhang et al. [25] 
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optimize dietary tracking using a combination of genetic algorithms and advanced learning, improving 

accuracy in diverse food environments. 

Lu et al. [26] compare multiple advanced learning approaches for food recognition, demonstrating 

CNNs’ superiority in classification accuracy. Jena et al. [27] propose adaptive AI-based routing protocols 

for efficient image classification. Hu et al. [28] develop an artificial bee colony algorithm optimizing 

dietary monitoring system accuracy. Ghonge et al. [29] discuss the role of softwaredefined networking 

in smart food recognition applications. Srilakshmi et al. [30] propose bacterial aging optimization for 

energy- efficient food dataset processing. Abdallah et al. 

[31] highlight AI-driven food recognition advancements, optimizing computational overhead. 

Accurate food recognition is critical for effective dietary management. Traditional methods rely on 

handcrafted features and manual annotation, limiting scalability and adaptability. Addressing these 

challenges, Kumar and Singh [35] introduce an automated food recognition framework utilizing CNNs. 

Their model incorporates dataset augmentation and adaptive learning to enhance accuracy. Empirical 

studies demonstrate a 90% recognition accuracy on diverse food datasets, marking a significant 

improvement over conventional methods. This approach reduces reliance on large labeled datasets, 

enhancing scalability in automated dietary monitoring. From the literature, it is observed that there is a 

need for improving the state-of-the-art in advanced learningbased food recognition for enhanced calorie 

estimation accuracy. 

3. Proposed methodology 

We propose a advanced learning-based approach for Identifying what you eat and estimating its calories 

using Convolutional Neural Networks (CNNs). Our methodology is designed to ensure high accuracy, 

minimal computational overhead, and real-time processing. The system consists of data preprocessing, 

feature extraction, model training, calorie estimation, and adaptive learning. The model is trained on a 

diverse dataset, ensuring robust classification of various cuisines, portion sizes, and complex dishes. 

 

Image-Based Food Recognition Food recognition using images requires effective feature extraction to 

ensure accurate classification. Our system leverages CNNs for this purpose, extracting shape, texture, and 

colorbased features to distinguish between food types. 

 

Convolutional Neural Networks (CNNs) for Feature Extraction CNNs 

have three primary layers: 

1. Convolutional Layer – Extracts spatial features from input images. 

2. Pooling Layer – Reduces dimensionally while preserving key features 

3. Fully Connected Layer – Classifies images into food categories 

The CNN model is mathematically represented as follows: 

𝐹(𝑥) = 𝑊 ∗ 𝑥 + 𝑏 

Where: 

W represents convolutional filters, x is the input image, b is the bias term, 

* denotes the convolution operation. 
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Dataset Preprocessing Effective preprocessing is critical to improving model accuracy. Our 

preprocessing steps include: 

 

Image Augmentation – Increases dataset diversity by applying transformations such as rotation, scaling, 

flipping, and contrast adjustment. Normalization – Rescales pixel values between 0 and 1 to improve 

training stability. Dataset Splitting – Divides data into training (80%), validation (10%), and testing 

(10%) sets. Let X_i be the input image, then normalization is applied as: 

 

𝑋_𝑛𝑜𝑟𝑚 = (𝑋_𝑖 − 𝑋_𝑚𝑖𝑛) / (𝑋_𝑚𝑎𝑥 

− 𝑋_𝑚𝑖𝑛) 

 

This ensures that the pixel values are scaled consistently across the dataset, reducing the impact of 

lighting and color variations. 

 

Calorie Estimation Using Advanced learning Once food items are classified, the next step is calorie 

estimation. This is achieved using nutritional databases and portion size estimation techniques.  

3.3.1 Portion Size Estimation The model estimates portion sizes using bounding box regression: 

 

𝑃_𝑠 = 𝑤 ∗ ℎ 

Where: 

P_s is the portion size, w and h are the width and height of the bounding box. 

Portion size is then correlated with nutritional information from a standardized database: 

 

𝐶𝑎𝑙𝑜𝑟𝑖𝑒𝑠 = 𝑃_𝑠 ∗ 𝑁𝑢𝑡𝑟𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 

 

where Nutritional Density represents calories per gram for a given food item. 

 

Adaptive Learning Mechanism To improve accuracy, we implement adaptive learning, where the 

model continuously updates based on user feedback and new food data. 

 

The adaptive loss function is defined as: 

 

𝐿 = 𝛴 (ŷ_𝑖 − 𝑦_𝑖)² + 𝜆 𝛴 𝑤_𝑗² 

Where: 

ŷ_𝑖 is the predicted calorie value, 

𝑦_𝑖 is the actual calorie value, 

λ is the regularization parameter to prevent 

overfitting, 𝑤_𝑗 represents model weights. By minimizing the loss, the model refines its predictions over 

time using real-world data. 

 

Algorithm for Identifying what you eat and estimating its calories 
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The Food Recognition and Adaptive Calorie Estimation (FRACE) algorithm operates in a fully 

automated, distributed manner, using CNN-based food classification and regression-based calorie 

estimation. 

 

Algorithm 1: Food Recognition and Adaptive Calorie Estimation (FRACE) Inputs: 

 

X: Set of food images 

N: Number of food classes M: Pretrained CNN model D: Nutritional database Outputs: 

C: Estimated calorie values for food images Steps: Preprocessing: Normalize images and apply data 

augmentation techniques. 

Feature Extraction: Apply CNN layers to extract food features. 

Food Classification: Predict food categories using Softmax: 

 

 

 

Portion Estimation: Use bounding box regression to determine portion sizes. 

Calorie Calculation: Retrieve nutritional values from database and compute: 

 

 

 

Adaptive Learning: Adjust model parameters based on feedback. 

Output Prediction: Return estimated calorie values. 

This algorithm efficiently classifies food items and estimates calorie intake, providing real-time 

nutritional insights to users. 

4. Optimization strategies 

Data Augmentation and Transfer Learning 

To enhance model generalization, we employ: 

Transfer Learning – Fine-tuning pretrained CNN models (e.g., ResNet, VGG16, EfficientNet) for food 

classification. 

Augmentation – Applying transformations to simulate real-world variations in food images. 5.2 Model 

Compression for Real-Time Processing Since food recognition systems must be fast and efficient, we 

use: 

Quantization: Reduces model size while maintaining accuracy. 

Pruning: Eliminates redundant neural connections to improve efficiency. 

By reducing computational overhead, our system enables seamless deployment on smartphones and IoT 

devices. 

 

 

 

 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25012480 Volume 16, Issue 1, January-March 2025 7 

  

5. Experimental setup and results 

Dataset and Model Training 

We trained our model on a diverse food dataset consisting of: 50,000+ labeled food images 

500+ food categories 

The CNN model architecture consists of: Five convolutional layers 

Batch normalization and dropout layers to prevent overfitting 

Fully connected Softmax layer for classification 

Performance Metrics Our model is evaluated using: Accuracy – Percentage of correctly classified food 

images: 

 

Precision and Recall – Measures classification reliability: 

 

 

 

Inference Time – Measures real-time performance. 

 

6. Results 

Model Accuracy 

(%) 

Inference 

Time (ms) 

ResNet50 92.4 12 

VGG16 88.9 18 

EfficientNet 94.2 9 

The results indicate that EfficientNet provides the best balance between accuracy and speed, making it 

ideal for real-time food recognition. 

The proposed Food Recognition and Adaptive Calorie Estimation (FRACE) algorithm was tested on a 

large-scale food dataset consisting of 50,000+ images across 500+ food categories. Our experiments 

focused on: Model Accuracy and Performance Comparison 

Calorie Estimation Accuracy 

Inference Time and Computational Efficiency Impact of Data Augmentation 

Real-Time Application Feasibility 

Dataset and Model Training We trained and evaluated our model using: Dataset: Food-101, 

UECFood256, and custom food images. Hardware: NVIDIA RTX 3090 GPU, 64GB RAM. 

Frameworks: TensorFlow, Keras, and OpenCV for preprocessing. 

Training Method: Adam optimizer with learning rate 0.001, batch size 32, and 100 epochs. 

Model Performance Comparison We compared FRACE with standard advanced learning models like 

VGG16, ResNet50, and EfficientNet. The results are shown in Table 6.1 below. 
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Table 6.1: Model Accuracy and Inference Time Comparison 

Model Top-1 

Accurac 

y (%) 

Inferenc 

e Time 

(ms) 

Parameter 

s 

(Millions) 

VGG16 88.9 18 138 

ResNet50 92.4 12 25.6 

EfficientN 

et 

94.2 9 5.3 

FRACE 

(Proposed) 

96.1 7 4.1 

Observations: 

FRACE achieved the highest accuracy (96.1%) while maintaining the lowest inference time (7ms). 

Compared to EfficientNet, FRACE reduces parameter size by 22%, making it more efficient. The 

optimized model is suitable for mobile deployment due to its lower computational cost. 

Calorie Estimation Accuracy The calorie estimation performance was evaluated using Mean Absolute 

Error (MAE) and Root Mean Square Error (RMSE). Table 6.2 summarizes the results. 

 

Table 6.2: Calorie Estimation Error Metrics 

 

Model MAE (kcal) RMSE (kcal) 

ResNet50 31.2 42.6 

EfficientNet 28.9 39.1 

FRACE 

(Proposed) 

21.3 28.7 

Observations: 

FRACE significantly reduces MAE and RMSE, leading to more accurate calorie predictions. The lower 

RMSE (28.7 kcal) indicates higher consistency across diverse food types. 

 

Graphical Analysis 

 

Figure 6.1: Model Accuracy Comparison (Visualizing different models' accuracy over training 

epochs.) 
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Figure 6.2: Error Rate in Calorie Estimation (A graph depicting the error rates across different models.) 

 

7. Discussion 

Key Findings Improved Accuracy: 

FRACE outperformed traditional CNN models, achieving 96.1% accuracy. The top-1 accuracy was 

3.7% higher than EfficientNet. 

Lower Computational Cost: 

FRACE reduces inference time by 22% compared to EfficientNet. 

Lower parameter count makes it suitable for realtime mobile applications. Superior Calorie Estimation: 

The model achieved 21.3 kcal MAE, lower than existing advanced learning models. Improved portion 

estimation techniques enhance real-world usability. 

Challenges and Limitations Complex Dishes and Mixed Foods: Some mixed foods (e.g., salads, 

curries) posed challenges due to overlapping ingredients. Future models could integrate multimodal 

learning (text + image-based analysis). Real-Time Performance Constraints: The model is optimized but 

still requires high-end GPUs for training.  

Future work will compress the model for better mobile efficiency. Dataset Bias and Diversity Issues: 

Some underrepresented food categories led to slightly lower accuracy. 

Expanding dataset coverage can improve model generalization. 

Future Enhancements 

Integration with Wearables: Connecting with smartwatches and health trackers to provide continuous 

dietary monitoring. 3D Volume Estimation 

Implementing depth sensors or multiple-angle images for better portion size estimation. 

Personalized Diet Recommendations: 

Combining user history with AI-based meal planning for customized dietary suggestions. 
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