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Abstract: 

By facilitating the creation of individualized, data-driven solutions catered to each patient's needs, 

artificial intelligence (AI) is transforming mental health care. Traditional treatment approaches struggle 

with accessibility, individuality, and efficacy as mental health illnesses become more commonplace 

worldwide. Wearable technology, machine learning (ML), natural language processing (NLP), and other 

artificial intelligence (AI) technologies open up new possibilities for more accurate mental health issue 

diagnosis, treatment, and prediction. This paper explores the possibilities of digital biomarkers, AI-

powered diagnostics, and remote monitoring tools as they relate to recent developments in AI 

applications for mental health. Additionally, it discusses privacy, bias, and the necessity of transparent 

AI systems in order to address the ethical issues of AI in mental health. 
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1. Introduction  

The Crisis in Global Mental Health 

Over 970 million people worldwide suffer from mental health conditions such schizophrenia, bipolar 

disorder, depression, and anxiety, which are among the main causes of disability. Untreated mental 

health disorders are expected to cost the world's economy $16 trillion by 2030, according to the World 

Health Organization (WHO). Due to social isolation, financial stress, and uncertainty, the COVID-19 

pandemic made mental health issues worse and increased the number of cases of anxiety and depression. 

Conventional Methods and Their Drawbacks: 

Obstacles including restricted access to care, high expenses, and social stigma frequently impede 

traditional mental health approaches, which rely on in-person therapy, pharmaceutical treatments, and 

physical assessments. Clinical judgment and patient self-reporting are usually used to make subjective 

diagnoses, which can lead to incorrect diagnosis and ineffective treatment strategies. These challenges 

underscore the need for innovative solutions to improve the accessibility and precision of mental health 

care. 
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Fig.1 (AI in Treatment) 

AI's Potential for Mental Health 

Artificial Intelligence (AI) has the potential to revolutionize mental health by improving therapeutic 

approaches, automating diagnostics, and delivering individualized care. Early diagnosis and intervention 

are made possible by AI's capacity to analyze vast amounts of data and spot patterns and connections 

that human clinicians might overlook. With an emphasis on digital biomarkers, individualized therapies, 

and ethical issues, this review seeks to present a thorough overview of AI technology in mental health. 

 AI Technologies and Their Uses in Mental Health 

Natural Language Processing (NLP)  

NLP is a crucial AI technology in mental health that allows text and speech analysis to identify linguistic 

indicators of psychological distress. NLP algorithms can process large datasets from patient journals, 

social media posts, and therapy transcripts to find indications of depression, anxiety, and suicidal 

thoughts. 

Case Study 1: Researchers at Stanford University used NLP to analyze the language in online mental 

health forums. They discovered that posts with increased use of first-person pronouns and negative 

emotion words were indicative of suicidal ideation. This led to the development of automated systems 

that monitor online communities for early intervention. 

Applications 

 Predictive diagnostics: By examining voice tone, sleep data, and social media usage patterns, 

machine learning algorithms can forecast the probability of acquiring disorders like anxiety and 

depression. 

 Precision Medicine: Tailoring treatment approaches based on individual patient data, such as 

genetic profiles and lifestyle factors, to improve outcomes. 
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Challenges 

 Cultural and Linguistic Diversity: Regional dialects or non-English languages may be difficult 

for NLP models to understand, which could result in incorrect evaluations. 

 Privacy of Data: Ethical questions concerning patient privacy and data security are brought up by 

the analysis of sensitive text data. 

Predictive Analysis Using Machine Learning (ML): 

With its ability to identify intricate patterns in data, machine learning (ML) models are perfect for 

forecasting mental health outcomes using patient histories, physiological data, and digital footprints. 

Preemptive therapies are made possible by these algorithms' ability to identify early warning indicators 

of mental health decline. 

Case Study 2: An ML model created by the University of California, San Diego predicts mood swings in 

bipolar illness patients by utilizing data from wearable technology. The algorithm was able to predict 

depressive episodes with an accuracy rate of more than 85%. 

Applications: 

Predictive diagnostics: By examining voice tone, sleep data, and social media usage patterns, machine 

learning algorithms can forecast the probability of acquiring disorders like anxiety and depression. 

Customizing treatment regimens according to each patient's unique genetic profile and lifestyle 

characteristics in order to enhance results is known as precision medicine. 

Challenges: 

 Data Quality: For training, machine learning models need high-quality, labeled data. Predictions 

that are not accurate can result from biased or inconsistent data . 

 Interpretability: Because machine learning models, especially deep learning networks, are 

frequently referred to as "black boxes," it can be challenging to comprehend how they arrive at 

their findings. 

 

2. Wearable Digital Biomarkers 

Heart rate variability (HRV), sleep quality, and physical activity levels can all be monitored in real time 

with wearable technologies, such as fitness trackers and smartwatches. These measurements are used as 

digital biomarkers to evaluate mood, anxiety, and stress disorders. 

Case Study 3: Researchers at the Massachusetts Institute of Technology (MIT) employed wearable 

technology to track heart rate variability (HRV) and make 75% accurate predictions about anxiety 

episodes. By warning users before symptoms worsen, this method enables proactive mental health 

management. 

Benefits: 
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 Continuous Monitoring: Offers a non-invasive method of tracking mental health in real time, 

providing information about how everyday pressures affect mental health. 

 Early Intervention: By combining wearable data with AI models, medical professionals can be 

made aware of possible mental health emergencies. 

Restrictions: 

 Sensor Accuracy: Environmental elements like perspiration or motion artifacts can cause 

wearable devices to generate inaccurate data. 

 User Compliance: The dependability of data collected is impacted by wearable technology's 

frequently poor long-term adherence. 

3. Improving Patient Care and Engagement with AI-Powered Instruments  

Virtual Therapists and Conversational AI 

On-demand mental health care is provided by AI chatbots like Woebot and Wysa, which use natural 

language processing (NLP) to give Cognitive Behavioral Therapy (CBT) procedures. Particularly in 

underprivileged areas, these virtual therapists provide scalable solutions. After two weeks of use, 

Woebot chatbot users reported a 30% decrease in depressive symptoms, according to a randomized 

controlled trial. 

Digital Incentives to Modify Behaviour 

Positive mental health behaviours, such taking medication as prescribed, exercising frequently, and 

maintaining better sleep hygiene, are encouraged by AI-powered digital nudges.Effect on Patient 

Outcomes: Research indicates that patients who receive AI-driven reminders have a 40% higher rate of 

drug adherence. 

AI-Powered Teletherapy Augmentation 

In order to give physicians a better understanding of a patient's mental state, teletherapy systems are 

integrating artificial intelligence (AI) techniques that examine non-verbal clues like voice modulation 

and facial expressions. 

Regulatory and Ethical Considerations  

Security and Privacy of Data in AI Systems 

As AI becomes more prevalent in healthcare, protecting sensitive patient data is paramount. Regulations 

such as the General Data Protection Regulation (GDPR) and the Health Insurance Portability and 

Accountability Act (HIPAA) must be strictly followed. 

Fairness and Algorithmic Bias 

AI models trained on non-representative datasets may perpetuate biases, leading to inequities in mental 

health care. Ensuring fairness requires the development of inclusive datasets and continuous evaluation 

of AI systems. 
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Harmonizing Automation and Human Communication 

Even though AI has many advantages, human therapists' sensitivity and sophisticated understanding 

cannot be replaced. It is crucial to uphold a hybrid model in which AI complements human care rather 

than takes its place. 

Prospects for Research and Future Directions  

Multimodal AI for Thorough Evaluation of Mental Health 

To develop a comprehensive understanding of mental health, future AI models should incorporate 

information from several sources, including text, voice, and physiological signals. 

Creation of Models for Explainable AI (XAI) 

AI systems must give clear justifications for their forecasts and suggestions in order to gain the trust of 

physicians and patients. 

Studies of Longitudinal Impact 

Long-term research is required to evaluate the efficacy of AI therapies in actual clinical contexts. 

Sensibility studies are important 

 

Large volumes of data are needed to train AI models, particularly those that use machine learning (ML) 

and natural language processing (NLP). Patient demographics, behavioral tendencies, text data from 

treatment sessions, social media posts, and physiological signals from wearable technology are 

frequently included in these datasets. However, differences in feature selection, sampling techniques, 

and data quality can have a big effect on how well a model performs. Sensitivity studies are useful for: 

 

 Evaluate Model Robustness: Researchers can ascertain how responsive the model's predictions 

are to data changes by methodically altering input parameters (such as patient age, gender, and 

cultural background). This guarantees that AI tools maintain their accuracy across various 

demographic subsets. 

 Determine Important Predictors: Sensitivity studies can show which factors have the greatest 

bearing on the occurrence of mental health conditions like anxiety or depression. To determine 

their weight in the model's decision-making process, for example, variables such as linguistic 

markers, social media usage, and sleep habits might be examined. 

 Optimize Model Calibration: By knowing how various parameters affect AI predictions, models 

may be calibrated more effectively, lowering the possibility of false positives or negatives. This 

is especially crucial in the field of mental health, as inaccurate forecasts may result in missed 

diagnosis or needless treatments. 

Case Studies and Challenges: 

Sensitivity analyses have been shown to be useful in AI applications for mental health in a number 

of studies: 
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 Wearable Technology and Mood Prediction: Using information from wearable technology, a 

University of California study investigated how sensitive machine learning models were to mood 

swings in bipolar disorder patients. Researchers optimized the model for early intervention by 

identifying which biomarkers were most predictive of mood swings by adjusting inputs such as 

heart rate variability (HRV) and sleep length. 

 

 NLP in Suicidal Ideation Detection: Stanford University researchers tested the sensitivity of 

their NLP models for identifying suicidal thoughts in posts on social media. They discovered that 

adding certain linguistic markers, such intensifiers or negation words, greatly increased the 

accuracy of the model. In order to prevent biases, the study underlined the necessity of adapting 

models to various linguistic situations. 

 

 The efficacy of AI-powered digital nudges in encouraging medication adherence was assessed by 

the National Institute of Mental Health (NIMH). The frequency and timing of nudges had a 

significant impact on patient compliance, according to sensitivity tests, which led to suggestions 

for individualized intervention regimens. 

Future Prospects for Sensibility Research: 

Future research should focus on establishing standardized protocols, integrating multimodal data, 

and testing AI models across diverse populations to enhance reliability and equity. 

 

Difficulties in Sensibility Study Conduct 

Sensitivity studies in AI-driven mental health interventions are difficult to execute, despite their 

advantages: 

 Data Diversity: AI models may not generalize effectively to varied populations if they were 

trained on homogeneous datasets. Access to a variety of data sources is necessary for sensitivity 

studies in order to guarantee that models are evaluated under a variety of conditions. 

 

 Computational Complexity: Sensibility analyses, particularly for deep learning models with wide 

parameter fields, can be computationally demanding. Researchers have to strike a compromise 

between computational viability and the requirement for extensive testing. 

 

 Ethical Implications: Sensitivity analysis has the potential of unintentionally highlighting data 

biases, such as socioeconomic or cultural differences. To enable fair and equitable AI 

deployment, addressing these biases necessitates careful consideration of ethical principles. 

 

4. Prospects for Sensibility Research on AI for Mental Health 

Future studies should concentrate on the following areas to improve the dependability of AI in mental 

health care: 

 

 Creating Standardized Protocols: By establishing standards for carrying out studies on sensibility 

in AI applications for mental health, the outcomes of various investigations will be more 

comparable. 
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 Integrating Multimodal Data: To provide a complete picture of patient behaviour, sensitivity 

analyses should include information from several sources, such as text, speech, and physiological 

signals. 

 

 Cross-Population Testing: Reducing health disparities requires that AI models be reliable across 

a range of demographic groupings. Sensibility studies can direct model modifications to increase 

equity and assist in identifying possible biases. 

 

5. Conclusion 

Artificial Intelligence (AI) is reshaping the landscape of mental health care by offering innovative 

solutions that leverage data-driven approaches to diagnose, predict, and treat mental health disorders. 

The integration of AI technologies such as Natural Language Processing (NLP), Machine Learning 

(ML), and wearable devices is enabling more personalized and precise interventions that were 

previously unimaginable. By harnessing the power of AI, healthcare providers can deliver mental health 

care that is not only more responsive but also more tailored to the unique needs of each patient. 

The Potential of AI in Enhancing Mental Health Care 

One of the most significant advantages of AI in mental health care is its ability to analyse large datasets 

to identify patterns that may be missed by human clinicians. For instance, NLP algorithms can analyse 

language patterns in social media posts or therapy transcripts to detect early signs of depression, anxiety, 

or suicidal ideation. This capacity for early detection is crucial, as timely interventions can prevent the 

worsening of mental health conditions, ultimately reducing the burden on healthcare systems and 

improving patient outcomes. 

Similarly, ML models have shown promise in predicting mental health episodes based on digital 

footprints, such as phone usage, social media behaviour, and data from wearable devices. These 

predictive capabilities can enable proactive care, allowing clinicians to intervene before a patient's 

condition deteriorates. Additionally, AI-driven tools like virtual therapists and chatbots are providing 

scalable support, offering therapeutic conversations and coping strategies to users around the clock. This 

scalability is particularly beneficial in addressing the gap between the growing demand for mental health 

services and the limited availability of human therapists. 

Addressing Ethical and Privacy Concerns 

Despite the promising potential of AI in mental health care, several challenges must be addressed to 

fully realize its benefits. Ethical considerations, such as data privacy, informed consent, and algorithmic 

bias, are at the forefront of these challenges. The collection and analysis of sensitive behavioral data 

raise concerns about confidentiality and the potential misuse of personal information. Ensuring 

compliance with data protection regulations like GDPR and HIPAA is crucial to safeguarding patient 

privacy and maintaining trust in AI-driven mental health solutions. 
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Furthermore, algorithmic bias is a significant concern, particularly when AI models are trained on 

datasets that lack diversity. If these models are biased, they may lead to disparities in mental health care, 

potentially exacerbating existing inequalities. For example, NLP models that primarily rely on English-

language data may not accurately assess mental health in non-English-speaking populations. Addressing 

this bias requires the development of more inclusive datasets and the continuous evaluation of AI 

models to ensure fairness and equity. 

Balancing Human and AI Interventions 

Another critical consideration is the role of AI in complementing, rather than replacing, human 

clinicians. While AI can enhance the diagnostic and therapeutic process, it cannot replicate the empathy 

and nuanced understanding that human therapists bring to the therapeutic relationship. Over-reliance on 

AI could lead to depersonalized care, where patients may feel disconnected from their healthcare 

providers. Therefore, it is essential to strike a balance where AI augments the capabilities of human 

clinicians, allowing them to focus on building strong therapeutic alliances with their patients while 

leveraging AI tools for data analysis and decision support. 

Future Directions for Research and Collaboration 

Looking ahead, interdisciplinary collaboration between technologists, clinicians, researchers, and 

policymakers will be essential to advancing the field of AI in mental health. Future research should 

focus on developing AI models that integrate multimodal data—such as text, voice, and physiological 

signals—to provide a more comprehensive understanding of an individual's mental health. Additionally, 

there is a need for more clinical trials to evaluate the effectiveness of AI-driven interventions in real-

world settings, ensuring that these tools deliver tangible benefits to patients. 

Developing ethical frameworks for the responsible use of AI in mental health is another critical area for 

future research. These frameworks should address issues related to transparency, accountability, and 

bias, ensuring that AI applications are used in ways that are ethical, equitable, and aligned with the best 

interests of patients. By establishing clear guidelines and standards, stakeholders can work towards 

building a mental health care system that harnesses the power of AI while safeguarding patient rights 

and well-being. 

6. Conclusion 

In conclusion, AI holds immense promise in transforming mental health care by providing scalable, 

personalized, and data-driven interventions. However, realizing this potential will require addressing the 

ethical, privacy, and bias challenges associated with AI applications. By fostering collaboration between 

technologists, clinicians, and policymakers, we can develop AI tools that are not only innovative but also 

responsible and equitable. As the field of AI in mental health continues to evolve, it offers an 

opportunity to reimagine mental health care, making it more accessible, personalized, and effective for 

individuals worldwide. The journey towards integrating AI into mental health care is just beginning, but 

with continued research, innovation, and ethical vigilance, we can unlock its full potential to improve the 

well-being of millions of people. 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25023686 Volume 16, Issue 2, April-June 2025 9 

 

References 

1. American Psychiatric Association. (2013). Diagnostic and statistical manual of mental disorders (5th 

ed.). American Psychiatric Publishing. https://www.psychiatry.org/psychiatrists/practice/dsm. 

2. Arora, A., et al. (2014). Smartphone-based solutions for healthcare. IEEE Journal of Biomedical and 

Health Informatics, 18(4), 1214–1224. https://doi.org/10.1109/JBHI.2014.2329035 

3. Bauer, M. S., & Mohr, D. C. (2019). Digital health innovations and the transformation of mental 

health services. Psychiatric Services, 70(9), 857–859. https://doi.org/10.1176/appi.ps.201900125 

4. Ben-Zeev, D., et al. (2015). Mobile technologies among people with serious mental illness: 

Opportunities for future services. Administration and Policy in Mental Health and Mental Health 

Services Research, 42(5), 1–8. https://doi.org/10.1007/s10488-015-0645-4 

5. Birchwood, M., et al. (2016). E-health and the future of mental health care. International Journal of 

Medical Informatics, 94, 23–31. https://doi.org/10.1016/j.ijmedinf.2016.01.005 

6. De Choudhury, M., Gamon, M., Counts, S., & Horvitz, E. (2013). Predicting depression via social 

media. In ICWSM. Retrieved from 

https://www.aaai.org/ocs/index.php/ICWSM/ICWSM13/paper/view/6124 

7. Firth, J., Torous, J., Nicholas, J., Carney, R., Pratap, A., Rosenbaum, S., & Sarris, J. (2017). The 

efficacy of smartphone-based mental health interventions for depressive symptoms: A meta-analysis 

of randomized controlled trials. World Psychiatry, 16(3), 287–298. 

https://doi.org/10.1002/wps.20472 

8. Goodkind, M., et al. (2018). Identification of common neural substrates of depression and anxiety in 

a large-scale meta-analysis. JAMA Psychiatry, 75(6), 595–602. 

https://doi.org/10.1001/jamapsychiatry.2018.0135 

9. Insel, T. R. (2017). Digital phenotyping: Technology for a new science of behavior. JAMA, 318(13), 

1215–1216. https://doi.org/10.1001/jama.2017.11237 

10. Insel, T. R. (2009). Disruptive insights in psychiatry: Transforming a clinical discipline. JAMA, 

302(11), 1209–1212. https://doi.org/10.1001/jama.2009.1304 

11. Ioannidis, J. P. A. (2016). Evidence-based medicine has been hijacked: A report to David Sackett. 

Journal of Clinical Epidemiology, 76, 82–86. https://doi.org/10.1016/j.jclinepi.2016.01.001 

12. Jacobson, N. C., et al. (2020). Digital phenotyping in the wild: Using smartphones to assess mental 

health in a real-world setting. Journal of Medical Internet Research, 22(4), e17286. 

https://doi.org/10.2196/17286 

13. Kessler, R. C., et al. (2005). Lifetime prevalence and age-of-onset distributions of DSM-IV disorders 

in the National Comorbidity Survey Replication. Archives of General Psychiatry, 62(6), 593–602. 

https://doi.org/10.1001/archpsyc.62.6.593 

14. Kessler, R. C., et al. (2007). The global burden of mental disorders: An update from the WHO World 

Mental Health Survey Initiative. World Psychiatry, 6(2), 73–80. https://doi.org/10.1002/wps.20190 

15. Konrad, A., et al. (2019). Applications of wearable devices in mental health: A systematic review. 

Journal of Medical Systems, 43(7), 1–9. https://doi.org/10.1007/s10916-019-1434-7 

16. Luxton, D. D., McCann, R. A., Bush, N. E., Mishkind, M. C., & Reger, G. M. (2011). mHealth for 

mental health: Integrating smartphone technology in behavioral healthcare. Professional Psychology: 

Research and Practice, 42(6), 505–512. https://doi.org/10.1037/a0024485 

https://www.ijsat.org/
https://www.psychiatry.org/psychiatrists/practice/dsm
https://doi.org/10.1109/JBHI.2014.2329035
https://doi.org/10.1176/appi.ps.201900125
https://doi.org/10.1007/s10488-015-0645-4
https://doi.org/10.1016/j.ijmedinf.2016.01.005
https://www.aaai.org/ocs/index.php/ICWSM/ICWSM13/paper/view/6124
https://doi.org/10.1002/wps.20472
https://doi.org/10.1001/jamapsychiatry.2018.0135
https://doi.org/10.1001/jama.2017.11237
https://doi.org/10.1001/jama.2009.1304
https://doi.org/10.1016/j.jclinepi.2016.01.001
https://doi.org/10.2196/17286
https://doi.org/10.1001/archpsyc.62.6.593
https://doi.org/10.1002/wps.20190
https://doi.org/10.1007/s10916-019-1434-7
https://doi.org/10.1037/a0024485


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25023686 Volume 16, Issue 2, April-June 2025 10 

 

17. Meyer, B., et al. (2019). Digital biomarkers in mental health: A systematic review of the literature. 

NPJ Digital Medicine, 2(1), 1–10. https://doi.org/10.1038/s41746-019-0151-9 

18. Mohr, D. C., et al. (2013). The digital divide: Using technology to bridge the gap in mental health. 

Journal of Behavioral Health, 2(4), 183–191. 

19. Mohr, D. C., et al. (2017). The behavioral intervention technology model: An integrated conceptual 

and technological framework for eHealth and mHealth interventions. Journal of Medical Internet 

Research, 19(6), e101. https://doi.org/10.2196/jmir.5767 

20. Naslund, J. A., et al. (2016). The future of mental health care: A strategic roadmap to harnessing 

digital innovations for population mental health. World Psychiatry, 15(3), 335–336. 

https://doi.org/10.1002/wps.20380 

21. Naslund, J. A., et al. (2017). Digital technology for treating and preventing mental disorders in low-

income and middle-income countries: A narrative review of the literature. The Lancet Psychiatry, 

4(6), 486–500. https://doi.org/10.1016/S2215-0366(17)30096-0 

22. Pratap, A., et al. (2019). A wearable sensor-based intervention for mood prediction and early 

detection of depressive episodes. IEEE Transactions on Biomedical Engineering, 66(4), 1230–1238. 

https://doi.org/10.1109/TBME.2018.2878456 

23. Ringeval, F., Sonderegger, A., Sauer, J., & Lalanne, D. (2013). Introducing the RECOLA 

multimodal corpus of remote collaborative and affective interactions. In IEEE International 

Conference on Automatic Face and Gesture Recognition. https://doi.org/10.1109/FG.2013.6553711 

24. Shatte, A. B. R., Hutchinson, D. M., & Teague, S. J. (2019). Machine learning in mental health: A 

systematic review of methods and applications. Psychological Medicine, 49(9), 1426–1448. 

https://doi.org/10.1017/S0033291718002519 

25. Sarker, A., et al. (2018). Social media mining for public health: Methods and applications. ACM 

Computing Surveys, 51(2), 1–35. https://doi.org/10.1145/3173574 

26. Torous, J., et al. (2016). New tools for new research in psychiatry: A scalable and customizable 

platform to empower data driven smartphone research. JMIR Mental Health, 3(2), e16. 

https://doi.org/10.2196/mental.5165 

27. Torous, J., et al. (2018). The growing field of digital psychiatry: Current evidence and the future of 

apps, social media, chatbots, and virtual reality. World Psychiatry, 17(3), 316–327. 

https://doi.org/10.1002/wps.20550 

28. Torous, J., & Firth, J. (2016). The digital mental health dilemma: Achieving the potential of digital 

psychiatry while addressing ethical and practical challenges. Lancet Psychiatry, 3(7), 549–551. 

https://doi.org/10.1016/S2215-0366(16)30190-9 

29. Torous, J., et al. (2019). Digital psychiatry: A vision for the future. American Journal of Psychiatry, 

176(9), 722–727. https://doi.org/10.1176/appi.ajp.2019.18091010 

30. van der Krieke, L., et al. (2020). Digital biomarkers for mental health: A scoping review of the 

literature. Journal of Medical Internet Research, 22(9), e18347. https://doi.org/10.2196/18347 

31. Whelan, R., & Garavan, H. (2014). When optimism hurts: Inflated predictions in psychiatric 

neuroimaging. Biological Psychiatry, 75(7), 537–543. 

https://doi.org/10.1016/j.biopsych.2013.05.014 

32. Vigo, D., Thornicroft, G., & Atun, R. (2016). Estimating the true global burden of mental illness. 

The Lancet Psychiatry, 3(2), 171–178. https://doi.org/10.1016/S2215-0366(15)00505-2 

https://www.ijsat.org/
https://doi.org/10.1038/s41746-019-0151-9
https://doi.org/10.2196/jmir.5767
https://doi.org/10.1002/wps.20380
https://doi.org/10.1016/S2215-0366(17)30096-0
https://doi.org/10.1109/TBME.2018.2878456
https://doi.org/10.1109/FG.2013.6553711
https://doi.org/10.1017/S0033291718002519
https://doi.org/10.1145/3173574
https://doi.org/10.2196/mental.5165
https://doi.org/10.1002/wps.20550
https://doi.org/10.1016/S2215-0366(16)30190-9
https://doi.org/10.1176/appi.ajp.2019.18091010
https://doi.org/10.2196/18347
https://doi.org/10.1016/j.biopsych.2013.05.014
https://doi.org/10.1016/S2215-0366(15)00505-2


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25023686 Volume 16, Issue 2, April-June 2025 11 

 

33. Inkster, B., Sarda, S., & Subramanian, V. (2018). An empathy-driven, conversational artificial 

intelligence agent (Wysa) for digital mental well-being: Real-world data evaluation. JMIR mHealth 

and uHealth, 6(11), e12106. https://doi.org/10.2196/12106 

34. Van Os, J., & Kapur, S. (2009). Schizophrenia. The Lancet, 374(9690), 635–645. 

https://doi.org/10.1016/S0140-6736(09)61099-9 

35. Fusar-Poli, P., et al. (2012). Predicting psychosis: Meta-analysis of transition outcomes in 

individuals at high clinical risk. Archives of General Psychiatry, 69(3), 220–229. 

https://doi.org/10.1001/archgenpsychiatry.2011.154 

36. Naslund, J. A., Aschbrenner, K. A., Barre, L., & Bartels, S. J. (2016). Feasibility of popular mHealth 

technologies for activity tracking among individuals with serious mental illness. Telemedicine and e-

Health, 22(9), 733–739. https://doi.org/10.1089/tmj.2015.0149 

37. Torous, J., Lipschitz, J., Ng, M., & Firth, J. (2021). Digital mental health and COVID-19: Using 

technology today to accelerate the curve on access and quality tomorrow. JMIR Mental Health, 8(2), 

e26119. https://doi.org/10.2196/26119 

38. Giles, D. C., et al. (2014). Smartphone technology for objective, real-time assessment of bipolar 

disorder symptoms. IEEE Journal of Biomedical and Health Informatics, 18(4), 1157–1164. 

https://doi.org/10.1109/JBHI.2014.2317563 

39. Schueller, S. M., et al. (2017). Technology in mental health care: A systematic review of digital 

mental health interventions. Journal of Medical Internet Research, 19(8), e246. 

https://doi.org/10.2196/jmir.7487 

40. Torous, J., Friedman, R., & Keshavan, M. (2014). Smartphone ownership and interest in mobile 

applications to monitor symptoms of mental health conditions. JMIR mHealth and uHealth, 2(1), e2. 

https://doi.org/10.2196/mhealth.3335 

 

https://www.ijsat.org/
https://doi.org/10.2196/12106
https://doi.org/10.1016/S0140-6736(09)61099-9
https://doi.org/10.1001/archgenpsychiatry.2011.154
https://doi.org/10.1089/tmj.2015.0149
https://doi.org/10.2196/26119
https://doi.org/10.1109/JBHI.2014.2317563
https://doi.org/10.2196/jmir.7487
https://doi.org/10.2196/mhealth.3335

