
 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25023902 Volume 16, Issue 2, April-June 2025 1 

 

Emotion Recognition Using Facial Expressions: 

A Comprehensive Overview 
 

Omsrivathsa 
 

KUTRONIX 

 

 

Abstract 

Emotion recognition plays a pivotal role in enhancing human-computer interaction (HCI), mental health 

diagnosis, surveillance, and entertainment applications. Among the various modalities for detecting 

emotional states, facial expressions remain one of the most natural and widely studied approaches. This 

paper presents an overview of the methodologies, challenges, and advancements in emotion recognition 

through facial expression analysis. The integration of computer vision, machine learning, and deep 

learning technologies has significantly improved recognition accuracy, although challenges related to 

variation in expression, occlusion, and cultural differences remain. 

1. Introduction 

Emotions are essential for human communication and decision-making. The ability to detect and 

interpret emotional states has become increasingly relevant with the rise of intelligent systems. Facial 

expressions are one of the most accessible and informative channels for emotion recognition, offering a 

non-intrusive and intuitive method for machines to interpret human emotions. 

With the advancements in artificial intelligence, facial expression recognition (FER) has transitioned 

from traditional handcrafted methods to sophisticated deep learning-based techniques, capable of 

recognizing subtle variations in facial features. This paper explores the current landscape of facial 

expression-based emotion recognition, outlining key techniques and discussing prevailing limitations. 

2. Facial Expressions and Emotional Models 

Facial expressions are universal indicators of emotional states. Paul Ekman's theory proposes six basic 

emotions—happiness, sadness, anger, surprise, disgust, and fear—which can be recognized across 

different cultures. These emotions are associated with specific facial muscle movements categorized 

using the Facial Action Coding System (FACS). 

Other emotional models include dimensional approaches such as the Valence-Arousal model, which 

represents emotions in a two-dimensional space, offering a more continuous interpretation than discrete 

categories. 
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3. Methodologies (with Mathematical Formulations) 

3.1. Traditional Approaches 

Facial expression recognition initially relied on handcrafted features and classic machine learning 

classifiers. 

 

Feature Extraction Example (LBP): 

Local Binary Patterns (LBP) is used to extract texture features from grayscale images: 

 

LBP(x_c, y_c) = sum_{p=0}^{P-1} s(I_p - I_c) . 2^p 

Where:   

- I_c is the intensity of the center pixel,  

- I_p is the intensity of the surrounding pixel,   

- s(x) = {1 if x ≥ 0, 0 if x < 0} 

SVM Classification: 

A common classifier is the Support Vector Machine (SVM), which finds a hyperplane that separates 

classes: 

 

minimize 1/2 ||w||^2 subject to y_i (w^T x_i + b) ≥ 1 

Where:   

- x_i is a feature vector,   

- y_i ∈ {-1, 1} is the class label,   

- w is the weight vector,   

- b is the bias term. 

3.2. Deep Learning Techniques 

Deep learning models like CNNs automatically learn hierarchical features from facial images. 

 

Convolution Operation: 

In CNNs, the convolution operation is given by: 

S(i, j) = (I * K)(i, j) = sum_m sum_n I(i + m, j + n) . K(m, n) 

Where:   

- I is the input image,   

- K is the kernel or filter,   
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- S is the resulting feature map. 

Loss Function (Categorical Cross-Entropy): 

For multi-class emotion classification, the softmax cross-entropy loss is used: 

L = -sum_{i=1}^{C} y_i log(y_hat_i) 

Where:   

- C is the number of classes,  

- y_i is the true label (one-hot encoded),   

- y_hat_i is the predicted probability. 

LSTM Cell Equations (for video-based FER): 

f_t = σ(W_f . [h_{t-1}, x_t] + b_f) 

i_t = σ(W_i . [h_{t-1}, x_t] + b_i) 

~C_t = tanh(W_C . [h_{t-1}, x_t] + b_C) 

C_t = f_t . C_{t-1} + i_t . ~C_t 

o_t = σ(W_o . [h_{t-1}, x_t] + b_o) 

h_t = o_t . tanh(C_t) 

These equations describe how memory is retained and updated over time using LSTM networks, crucial 

for analyzing dynamic facial expressions in video sequences. 

4. Datasets 

Several benchmark datasets are widely used for training and evaluating FER models: 

- FER-2013: A large dataset consisting of grayscale images labeled with seven emotion categories. 

- CK+: Contains video sequences of facial expressions from onset to peak. 

- AffectNet: One of the largest datasets for facial emotion recognition, with images labeled for both 

categorical and dimensional emotion models. 

Dataset quality, diversity, and labeling accuracy play a crucial role in the performance of FER systems. 

 

5. Challenges 

Despite progress, several challenges remain: 

- Expression Variability: Individual differences in expressing emotions can reduce model 

performance.   

- Occlusions and Pose Variation: Glasses, facial hair, and non-frontal poses complicate recognition.   
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- Cross-Cultural Differences: While basic emotions are universal, expression intensity and frequency 

can vary across cultures.   

- Real-Time Processing: Efficient processing is essential for deploying FER in real-time applications 

like surveillance or driver monitoring systems. 

 

6. Applications 

FER has found applications across numerous domains: 

- Healthcare: Aiding in the diagnosis of psychological disorders.  

- Education: Monitoring student engagement in e-learning environments.   

- Security: Enhancing surveillance systems for threat detection.   

- Human-Computer Interaction: Enabling emotionally responsive virtual assistants. 

7. Future Directions 

Future research in FER may focus on: 

- Multimodal Emotion Recognition: Combining facial expressions with voice, body language, or 

physiological signals.  

- Explainable AI: Enhancing the transparency and interpretability of deep models.   

- Cross-Domain Learning: Improving generalization across different populations and environments.  

- Ethical Considerations: Addressing privacy concerns and avoiding bias in emotion recognition 

systems. 

8.Conclusion 

Emotion recognition through facial expressions is a vital component of modern intelligent systems. With 

continued advancements in machine learning and computer vision, the accuracy and applicability of 

these systems will only expand. However, attention must be paid to the challenges of variability, 

fairness, and ethical implementation to ensure responsible and inclusive development. 

 

9. Experimental Results 

This section highlights the effectiveness of various methodologies for facial expression recognition 

(FER) based on publicly available datasets and state-of-the-art models. 

9.1. DeXpression CNN Model Performance 

The DeXpression model, a deep CNN architecture specifically designed for FER, demonstrated high 

performance on multiple datasets: 

- CK+ Dataset: 99.6% accuracy 

- MMI Dataset: 98.63% accuracy 

This validates the power of deep feature learning for facial emotion classification tasks. 
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9.2. Landmark-Based Neural Network Classification 

Using facial landmarks and neural networks, one study achieved the following results (on the KDEF 

dataset): 

 

Emotion       Precision   Recall    F1-Score 

Happiness         0.98     0.99      0.98 

Anger          0.86     0.85      0.85 

Disgust          0.88     0.85      0.86 

Surprise          0.95     0.96      0.95 

Fear           0.84     0.87      0.85 

Sadness          0.87     0.86      0.86 

Neutral          0.90     0.91      0.90 

 

The model performed best on happiness and surprise, which are typically easier to detect due to their 

distinctive facial features. 

9.3. ResNet-Based Deep Learning Evaluation 

ResNet models (ResNet18/34/50) applied to the FER-2013 dataset yielded: 

Emotion      Precision  Recall   F1-Score   AUC 

Angry            0.56       0.59     0.57       0.87 

Disgust           0.73       0.58     0.65       0.96 

Fear            0.52       0.48     0.50       0.81 

Happy           0.85       0.86     0.85       0.97 

Neutral          0.59       0.62     0.60       0.86 

Sad           0.52       0.51     0.51       0.83 

Surprise         0.81       0.77     0.79       0.96 

 

This demonstrates that while models can identify extreme emotions reliably, subtle ones like sadness or 

fear are more challenging. 

9.4. FD-CNN on CK+ Dataset 

An FD-CNN (Facial Descriptor CNN) evaluated on CK+ produced the following: 

- Accuracy: 94% 

- Sensitivity: 94.02% 

- Specificity: 99.14% 

- F1 Score: 84.07% 
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- Recall: 78.22% 

- Precision: 94.09% 

These results further underscore the effectiveness of deep learning approaches in capturing both spatial 

and temporal features of facial expressions. 
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