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Abstract:  

InboxG is a machine learning-driven system developed to enhance email management and prioritization 

within a gear manufacturing company (Elecon Engineering Company Limited). The system intelligently 

streamlines email workflows by detecting urgency, classifying emails into predefined categories, and 

assisting in generating appropriate responses. Key features include Mail Categorization using a Decision 

Tree classifier, which accurately organizes emails for improved accessibility and management. Urgency 

Detection leverages NLP-based sentiment analysis techniques to identify and prioritize critical emails, 

ensuring timely attention to important communications. To further enhance productivity, the Response 

Generation feature employs the Gemma 1.1 2B instruction-tuned model, providing contextually relevant 

and efficient automated replies. An intuitive User Dashboard offers a centralized platform for 

monitoring, managing, and prioritizing emails in real-time. Designed for seamless integration with 

existing corporate email systems, the project architecture utilizes Python, TensorFlow, and Flask for the 

backend, and HTML, CSS and Javascript for the frontend. The system is optimized through careful 

model selection and hyperparameter tuning, offering a robust and scalable solution for modern email 

management challenges. 
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1. Introduction 

In the era of digital transformation, email remains a primary mode of communication within corporate 

environments, serving as a vital channel for internal coordination, client interactions, and operational 

decision-making. However, as the volume of email traffic continues to surge, organizations face 

increasing challenges in managing, prioritizing, and responding to large volumes of messages 

efficiently. Manual sorting and response mechanisms often lead to delayed actions, overlooked urgent 

matters, and decreased overall productivity. To address these challenges, this paper presents the 

development and implementation of the InboxG, an intelligent email management system tailored to the 

operational needs of Elecon Engineering Company Limited, a leading gear manufacturing enterprise. 

 

The Smart Mail Classifier integrates state-of-the-art machine learning and natural language processing 

(NLP) techniques to automate and streamline email handling processes. At its core, the system features 

email categorization using a Decision Tree classifier, which accurately organizes incoming emails into 
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predefined categories based on content, sender, and contextual cues. Complementing this, an urgency 

detection module powered by NLP-based sentiment analysis identifies critical communications requiring 

immediate attention, allowing users to prioritize responses effectively. 

 

To further enhance productivity, the system incorporates a response generation module utilizing the 

Gemma 1.1 2B instruction-tuned model, capable of producing contextually appropriate and professional 

replies. This reduces the cognitive load on users and ensures timely engagement with stakeholders. A 

user-friendly dashboard provides real-time insights into email status, categories, and urgency levels, 

supporting efficient decision-making and task management. 

 

Built using a robust tech stack that includes Python, TensorFlow, and the Flask web framework for the 

backend, and HTML, CSS, and JavaScript for the frontend, the system is designed for seamless 

integration with existing corporate email infrastructures. Through careful model selection, 

hyperparameter tuning, and a focus on scalability, the Smart Mail Classifier offers a comprehensive, 

intelligent solution to modern email management challenges in industrial and enterprise settings. 

2. Literature Review 

The proliferation of email as a primary communication tool in corporate environments has necessitated 

the development of intelligent systems to manage and prioritize email traffic effectively. Various 

machine learning (ML) and natural language processing (NLP) techniques have been explored to 

address challenges in email classification, urgency detection, and automated response generation. 

Email Classification Techniques 

Traditional spam detection methods have employed classifiers such as Naïve Bayes, Support Vector 

Machines (SVM), Decision Trees, and Random Forests. For instance, a study achieved 99.0% accuracy 

using SVM on a dataset of over 5,000 emails, highlighting its robustness in spam detection. Similarly, 

Decision Tree classifiers have demonstrated high accuracy in organizing emails into predefined 

categories, facilitating improved accessibility and management.  

Deep learning approaches, including Convolutional Neural Networks (CNN) and Long Short-Term 

Memory (LSTM) networks, have also been applied to email classification tasks. These models have 

shown promise in capturing contextual nuances in email content, with studies reporting accuracies up to 

98.8% using transformer-based models like BERT.  

Urgency Detection and Sentiment Analysis 

Identifying the urgency of emails is critical for prioritizing responses. Sentiment analysis techniques 

have been utilized to detect the emotional tone of email content, aiding in urgency detection. However, 

challenges persist in accurately interpreting sentiment due to the complexity and variability of natural 

language. Moreover, many existing systems lack real-time processing capabilities, limiting their 

effectiveness in dynamic environments.  

Automated Response Generation 

Automated email response systems aim to generate contextually relevant replies to incoming messages. 

While some platforms employ template-based responses, these often lack personalization and 

adaptability. Advanced models like the Gemma 1.1 2B instruction-tuned model offer improved 
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capabilities in generating coherent and contextually appropriate responses, enhancing user productivity 

and engagement. 

Comparison with Existing Platforms 

Several existing email management platforms, such as Gmail's Priority Inbox and Outlook's Focused 

Inbox, utilize machine learning algorithms to filter and prioritize emails. However, these systems 

primarily focus on spam detection and basic categorization, often lacking advanced features like urgency 

detection and automated response generation. Furthermore, they may not be tailored to the specific 

needs of industrial enterprises, such as gear manufacturing companies, where timely communication is 

crucial. 

Advantages of the Smart Mail Classifier 

The Smart Mail Classifier addresses the limitations of existing systems by integrating multiple advanced 

features:  

 Comprehensive Email Categorization: Utilizes a Decision Tree classifier to accurately organize 

emails into predefined categories, enhancing accessibility and management. 

 Advanced Urgency Detection: Employs NLP-based sentiment analysis techniques to identify and 

prioritize critical emails, ensuring timely attention to important communications. 

 Automated Response Generation: Leverages the Gemma 1.1 2B instruction-tuned model to 

provide contextually relevant and efficient automated replies, reducing response times and improving 

productivity. 

 User-Friendly Dashboard: Offers a centralized platform for monitoring, managing, and 

prioritizing emails in real-time, facilitating efficient workflow management. 

 Seamless Integration: Designed for seamless integration with existing corporate email systems, 

ensuring minimal disruption to current workflows. 

By addressing the shortcomings of existing platforms and incorporating advanced ML and NLP 

techniques, the Smart Mail Classifier presents a robust and scalable solution for modern email 

management challenges in industrial settings. 

3. System Architecture and Design 

The InboxG  system is architected to enhance email management through intelligent classification, 

urgency detection, and automated response generation. It integrates machine learning and natural 

language processing techniques within a scalable and user-friendly framework. 

System Architecture Overview 

The architecture comprises the following key components: 

Email Ingestion Layer 
This layer interfaces with corporate email servers (e.g., Microsoft Outlook, Gmail) using secure 

protocols (IMAP/SMTP) to fetch incoming emails. 
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Preprocessing Module 
Utilizes Python libraries such as NLTK and spaCy to clean and tokenize email content, preparing it for 

analysis. 

Classification Engine 

 Email Categorization: Employs a Decision Tree classifier to categorize emails into predefined 

classes (e.g., inquiries, orders, support). 

 Urgency Detection: Applies NLP-based sentiment analysis to assess the urgency level of emails, 

prioritizing critical communications. 

Response Generation Module 
Leverages the Gemma 1.1 2B instruction-tuned model to generate contextually appropriate automated 

responses, enhancing efficiency. 

User Dashboard 
A web-based interface built with HTML, CSS, and JavaScript, providing real-time visualization of email 

categories, urgency levels, and suggested responses. 

Backend Infrastructure 
Developed using Python and Flask, with TensorFlow handling machine learning operations. The system 

supports integration with existing corporate infrastructures and ensures scalability. 

Workflow Diagram 

 

Technology Stack 

 Programming Languages: Python (backend), HTML/CSS/JavaScript (frontend) 

 Frameworks: Flask (web framework), TensorFlow (machine learning) 

 Libraries: NLTK, spaCy (NLP), scikit-learn (machine learning algorithms) 

 Models: Decision Tree Classifier (email categorization), Sentiment Analysis (urgency detection), 

Gemma 1.1 2B (response generation) 
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4. Implementation Details 

The Smart Mail Classifier system is designed using a modular architecture with clear separation between 

frontend and backend components to ensure scalability, maintainability, and user-friendly interaction. 

The following outlines the implementation from both perspectives. 

Backend Implementation 

The backend forms the core logic of the system, handling email processing, machine learning models, 

and API services. 

1. Email Ingestion 

 Implemented using Python’s imaplib and email libraries. 

 Connects to the mail server via IMAP to retrieve incoming emails. 

 Email content and metadata (sender, subject, timestamp) are parsed and stored in a local database 

(SQLite or MongoDB). 

2. Preprocessing Module 

 Cleans the email body using NLTK/spaCy: removes HTML tags, special characters, and 

stopwords. 

 Performs tokenization, lemmatization, and vectorization using TF-IDF for model input. 

 Ensures consistent and structured input for machine learning models. 

3. Email Categorization 

 Utilizes a Decision Tree Classifier from Scikit-learn. 

 Trained on a labeled dataset to classify emails into predefined categories (e.g., HR, Orders, 

Support). 

 Optimized via hyperparameter tuning (e.g., max_depth, min_samples_split). 

 Real-time predictions are made through Flask API endpoints. 

4. Urgency Detection 

 Applies sentiment analysis using VADER/TextBlob. 

 Analyzes sentiment polarity and urgency keywords to label emails (e.g., “urgent”, 

“immediately”). 

 Uses a hybrid of rule-based and ML-based logic to flag high-priority messages. 

5. Automated Response Generation 

 Integrates the Gemma 1.1 2B instruction-tuned model for generating smart replies. 

 Utilizes prompt-based inputs like: 

"Generate a concise response to the following email:" 

 Responses are contextually relevant and can be edited by the user before sending. 
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Frontend Implementation 

The frontend provides an interactive and intuitive interface for users to view and manage email 

workflows. 

1. Technologies Used 

 HTML, CSS (with Bootstrap for layout and responsiveness) 

 JavaScript (optionally React.js for dynamic interaction) 

 AJAX/Fetch API for asynchronous communication with the backend 

2. Dashboard Features 

 Displays: 

o Incoming emails with subject, sender, and timestamp 

o Categorization results (e.g., Orders, Complaints) 

o Urgency indicators (color-coded based on sentiment) 

o Auto-generated response suggestions 

 Allows filtering, searching, and sorting of emails 

3. Interaction Flow 

 Dashboard fetches email data via Flask APIs. 

 Users can: 

o Mark emails as urgent/non-urgent 

o Approve or edit auto-generated responses 

o Trigger manual reclassification if needed 

4. UI/UX Considerations 

 Responsive design for different screen sizes 

 Clean and minimal layout using Bootstrap components 

 Loading animations and alerts for real-time interaction feedback 

5. Evaluation and Results 

The InboxG system was evaluated on the basis of its ability to accurately categorize emails, detect 

urgency, and generate responses. A dataset of corporate emails from Elecon was used. The performance 

of each core module was assessed using standard machine learning and NLP metrics and through 

qualitative review for generated responses. 

1. Spam Detection Performance 

A Decision Tree classifier was used to classify emails into categories spam or ham. The model was 

trained on a dataset of 850 labeled emails and evaluated using 5-fold cross-validation. 
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Result: The classifier achieved high performance, with consistent accuracy across all categories. 

Misclassifications were primarily due to overlapping or vague content in some emails, which may 

benefit from additional training data or use of ensemble models. 

2. Urgency Detection Evaluation 

Urgency detection was assessed using sentiment analysis via the VADER model, supported by rule-

based keyword identification. Ground truth labels were manually annotated for a subset of 850 emails. 

 

Result: The urgency detection module performed reliably, particularly for clearly urgent cases. Some 

false positives occurred due to emotionally charged language that wasn’t task-critical (e.g., complaints 

that sounded urgent but required no immediate action). 

3. Response Generation Evaluation 

The quality of responses generated by the Gemma 1.1 2B model was evaluated both quantitatively 

(BLEU score for linguistic similarity) and qualitatively (user feedback). 

 Average BLEU Score: 0.52 (on sample set of 200 email-response pairs) 

 User Satisfaction Score: 4.3 / 5 (from 10 internal reviewers across departments) 

 Response Acceptability: 83% responses marked “Ready to Send” without edits 

Result: The model was able to generate fluent and context-aware replies in most cases. Reviewers noted 

that the responses were polite, concise, and aligned with organizational tone. Minor issues included 

overly generic replies in rare edge cases. 

4. System Performance & Usability 

 Average Response Time (Backend Prediction): ~1.3 seconds per email 

 Dashboard Load Time: < 1 second on local network 

 System Uptime during Testing: 99.5% 
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Result: The system is responsive and performs well under real-time conditions. The dashboard UI was 

intuitive and required minimal user training, with most users adapting to the interface within minutes. 

Overall Effectiveness 

Compared to manual email triaging, the Smart Mail Classifier reduced average email handling time by 

over 40%, improved categorization accuracy, and enabled timely response to critical messages. These 

results demonstrate the system’s strong potential for real-world deployment in corporate settings where 

email load is high and responsiveness is critical. 

6. Conclusion and Future Work 

The Smart Mail Classifier presents a robust, intelligent solution to the growing challenge of managing 

corporate email communication efficiently. By integrating machine learning algorithms, sentiment 

analysis, and generative AI models within a user-friendly dashboard, the system automates email 

categorization, detects urgent messages, and assists in generating timely, professional responses. 

Evaluation results indicate high accuracy and responsiveness, with substantial reductions in manual 

effort and communication delays. These outcomes make the system highly applicable in corporate 

environments like Elecon Engineering Company Limited, where operational efficiency and 

communication clarity are critical. 

Looking ahead, there are several areas where the system can be enhanced to better meet evolving user 

needs. Introducing multilingual support would extend accessibility across global teams, while upgrading 

to more advanced classifiers such as BERT or RoBERTa could improve the handling of nuanced or 

ambiguous messages. Implementing continuous learning mechanisms would enable the system to adapt 

over time, improving accuracy based on user interactions. Additionally, integrating with ticketing or 

ERP systems could allow seamless automation of workflows beyond email. Future improvements may 

also include personalized response templates, mobile access, and real-time analytics dashboards to give 

users greater control and visibility over their communication pipeline. 

In conclusion, the InboxG demonstrates a promising direction for the future of intelligent 

communication systems, with a clear path forward for further enhancement and broader enterprise 

adoption. 
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