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ABSTRACT 

Breast cancer originates in breast cells and remains one of the most prevalent and life-threatening 

cancers among women, second only to lung cancer. This study introduces a Convolutional Neural 

Network (CNN)based method aimed at improving the automated detection of breast cancer through the 

analysis of histopathological images. The system leverages advanced CNN architectures to classify 

breast cancer images, emphasizing the identification of malignant tissue in whole-slide images (WSIs). 

The dataset comprises 2,013 RGB images, each resized to a resolution of 200×200 pixels. Preprocessing 

techniques, including data augmentation methods such as rotation, shifting, and zoom, are applied to 

enhance the dataset’s diversity and normalize pixel values for consistent model training.The CNN model 

architecture incorporates multiple convolutional layers, max-pooling layers, and dropout mechanisms 

for regularization, culminating in a fully connected layer with a sigmoid activation function for binary 

classification (benign or malignant). The training process utilizes a batch size of 32 images and 

incorporates optimization techniques such as early stopping, learning rate adjustment, and model 

checkpointing to enhance performance. Achieving an accuracy of 90.3%, the proposed system 

significantly outperforms the 78% accuracy commonly associated with traditional machine learning 

approaches. These findings highlight the superior capabilities of CNN-based models in breast cancer 

detection, reducing the likelihood of diagnostic errors. This study demonstrates that CNN-based 

approaches can substantially improve the accuracy and reliability of early breast cancer detection 

systems, offering a valuable tool for clinical diagnostics. 

 

1. INTRODUCTION  

Breast cancer is a leading cause of mortality among women worldwide. Early and precise diagnosis is 

vital in reducing death rates, and advancements in medical imaging technologies, coupled with artificial 

intelligence (AI), have significantly improved diagnostic accuracy. However, challenges such as unequal 

access to diagnostic tools and expertise, especially in underdeveloped regions, remain a barrier to 

widespread early detection. The integration of deep learning (DL) techniques with conventional medical 

imaging methods offers a promising solution to address these challenges. Convolutional neural networks 

(CNNs) have emerged as a powerful tool in medical image analysis in recent years. These networks 

utilize layers such as convolutional, pooling, and fully connected layers to extract and classify features 

from images. Initial layers capture local features like edges and textures, while deeper layers abstract 

these into high-level semantic representations. This hierarchical approach enables CNNs to identify 
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subtle patterns and abnormalities in medical images, making them particularly effective for breast cancer 

detection.This study proposes a CNN-based framework to enhance breast cancer diagnosis by 

automating the detection and classification of abnormalities in mammograms. The model incorporates 

preprocessing techniques, including rescaling, rotation, and horizontal flipping, to expand the dataset 

and improve generalization. The CNN architecture includes convolutional and pooling layers for feature 

extraction, followed by fully connected layers for classification into benign or malignant categories. 

Dropout layers are also integrated to reduce overfitting, ensuring reliable performance on unseen data. 

 

1.Challenges in Breast Cancer Diagnosis 

 

The complexity ofbreast tissue, variations in density, and the presence of artifacts such as the pectoral 

muscle make mammogram analysis a challenging task. Current computeraided diagnosis (CAD) systems 

often struggle with these challenges due to limitations in feature extraction and classification algorithms. 

For instance, the pixel intensity of the pectoral muscle is often similar to that of dense breast tissues, 

leading to false positives in abnormality detection. 

 

Correct subdivision of breast tissue and elimination of confounding regions, such as the pectoral 

muscle, are therefore essential to improving the precision of CAD systems.Moreover, traditional 

machine learning (ML) methods rely on manually engineered features and often require large datasets 

to achieve satisfactory performance. These methods are prone to biases and lack the ability to 

generalize across diverse populations. Deep learning, with its capability to learn features directly from 

data, addresses many of these limitations but still requires large annotated datasets and computational 

resources. 

 

2.Objectives of the Proposed Research 

 

The main purpose of research is toward design and develop an capable CAD structure based on a hybrid 

CNN architecture for breast cancer detection and classification. Specific goals include: 

 

• Developing preprocessing techniques for artifact and pectoral muscle elimination to enhance 

mammogram quality. 

 

• Utilizing advanced CNN architectures to extract and classify high-level features effectively. 

 

• Implementing augmentation approaches to increase the strength of the model. 

 

• Training and evaluating the model on a comprehensive dataset, with a focus on achieving high 

accuracy and minimal false-positive rates. 

 

• Providing a reliable diagnostic tool to support healthcare practitioners in early breast cancer 

detection. 
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3.Contribution of the Proposed Model 

 

This study suggests a CNN-based model trained on augmented mammogram datasets to achieve 

advanced performance in breast cancer detection. By adding innovative feature extraction methods and 

optimized classification procedures, objective of this model is to improve the accuracy and consistency 

of CAD systems. The inclusion of callbacks such as early stopping, learning rate reduction, and model 

checkpointing ensures that the model converges efficiently while avoiding overfitting. 

 

The proposed model is expected to significantly enhance the capability of CAD systems to assist 

radiologists in diagnosing breast cancer accurately and efficiently. By automating the detection and 

classification process, the model has the potential to reduce the workload of medical professionals, 

minimize diagnostic errors, and make breast cancer screening more accessible, particularly in 

resourceconstrained settings. 

 

This study contributes to the ongoing efforts to integrate AI into healthcare, with a specific focus on 

improving breast cancer detection and patient outcomes. 

 

2. MATERIALS AND METHOD 

 

1.Dataset 

 

The proposed system utilizes the Kaggle BreakHis Dataset, a widely recognized resource in research for 

breast cancer diagnosis. This dataset contains histopathological images of breast tissue samples, divided 

into benign and malignant categories, and is instrumental for supervised classification tasks. For this 

study, images with a 200x magnification were selected to ensure a consistent resolution and level of 

detail. The dataset was comprised of 2,013 images, carefully split into training, validation, and testing 

subsets. This splitting ensured that all subsets maintained the same distribution to effectively represent 

the dataset’s characteristics and support the model's generalization ability. The dataset was preprocessed 

to resize all images to 200 × 200 pixels, as specified in the implementation code. This resizing step 

standardized the input dimensions for the convolutional neural network (CNN), enabling efficient 

computation during training and inference. Additionally, normalization was performed to balance pixel 

values to a range of [0, 1], preventing bias in the model's learning process and enhancing training 

stability. To improve generalization, augmentation of data methods such as unsystematic rotation, zoom, 

flipping, and shifts were applied. These augmentations simulated variations that the model might 

encounter in practical scenarios, helping to reduce overfitting and improve robustness. The training data 

subset was crucial for learning model parameters like weights and biases, while the validation data was 

used to tune hyperparameters like rate of learning and weight decay. Finally, the testing data provided an 

unbiased calculation of the model’s performance on unseen samples. This curated dataset forms the 

backbone of the system, supporting the development of a highly accurate and generalizable model for 

breast cancer detection. The use of 200 × 200-pixel images and 200x magnification ensures that the 

model is trained on detailed and standardized representations of breast tissue, aligning with the best 

practices in histopathological image analysis. 
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Figure 1: Normal histopathological and breast cancer histopathological images 

 

2.Data Process 

 

The dataset consists of RGB images with pixel values fluctuating from 0 to 255, resized to 200 × 200 

pixels to match the model's input requirements. Images were normalized by scaling pixel values to a 

range of zero to one, ensuring compatibility with the CNN.Data augmentation techniques like rotation, 

zoom, flipping, and shifts were applied to enhance model generalization and reduce overfitting. These 

steps, implemented using TensorFlow’s ImageDataGenerator, ensured efficient training and validation 

of model. 

 
Figure 2: Normal histopathological images before and after preprocessing 

 

tissue pictures as benign or malignant. Unlike traditional machine learning (ML) methods, which depend 

on manual feature engineering, the CNN model automatically learns features directly from the image 

data. This automated approach makes it highly effective for handling large-scale datasets such as the 

BreakHis dataset 
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2.Deep Learning Approach 

 

The CNN model used in this project processes 200×200pixel 

 

RGB images for binary classification (benign vs. malignant). 

 

Its architecture includes: 

 

• Convolutional Layers: Extracting features like edges and patterns using small filters (3×3). 

 

• Pooling Layers: Downsample feature maps using max pooling (2×2) to retain the most 

important features while reducing computational complexity. 

 

• Fully Connected Layers: Aggregate features and perform binary classification. 

 

• Dropout Layers: Mitigate overfitting and enhance generalization. 

 

This CNN model employs the Adam optimizer and binary cross-entropy loss function for the training, 

ensuring precise and efficient learning of patterns in the dataset. 

 

1. Metrics for Model Evaluation 

 

 
 

Figure 3: Breast cancer histopathological images before and after preprocessing 
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3.ML and DL for Predicting Invasive Tumour 

 

1.Comparison of ML and DL 

 

The suggested system focuses on deep learning, specifically convolutional neural networks (CNNs), to 

categorize breast To calculate the performance of model, the following metrics were utilized: 

 
Precision: calculate  the ratio  of true positive predictions among all positive predictions.  

 
Where TP means true positives, TN means true negatives, FP means false positives and FN means 

false negatives represent the prediction outcomes. 

 

1.Pooling Layers  

 

 

Pooling of layers help reduce the impact of small positional variations in the images by down 

sampling feature maps. In this project, max pooling was applied after convolutional layers to retain 

significant features while reducing spatial dimensions. 

 

Accuracy: calculate the ratio of correct predictions. 

 

2.Convolutional Neural Networks (CNNs) 

 

The CNN architecture effectively identifies patterns in breast tissue images by scanning them with 

filters and learning hierarchical features. This makes CNNs highly effective for diagnosing breast 

cancer from image data. 

 

3.Data Augmentation Techniques 

 

To enhance model generalization and avoid overfitting, augmentation of data methods were applied, 

including: 

 

• Unsystematic rotations, zooms, and horizontal flips. 

 

• Width and height shifts. 

 

• Rescaling pixel values to the range of zero to one. 
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These techniques expanded the diversity of dataset, improving the ability of model to perform fine on 

unseen data. 

 

3. EXPERIMENTAL RESULT 

 

The present study utilizes medical images from the Kaggle BreakHis dataset, a widely used resource 

for breast cancer diagnosis. This dataset contains histopathological images of breast tissue samples, 

categorized into benign and malignant classes. For this research, images with a 200x magnification 

were selected to ensure consistent resolution and detail. The dataset consists of 2,013 images, which 

were divided into training, validation, and testing subcategories. This distribution allowed for an 

effective representation of dataset's characteristics and enhanced the generalization of model’s 

capability.The dataset was preprocessed by resizing all images to 200x200 pixels to match the input 

requirements of (CNN). Additionally, pixel values were normalized to the range of zero to one to 

improve training stability. Data augmentation methods like random rotation, zoom, flipping, and shifts 

were applied to improve model generalization and reduce overfitting. These augmentations simulated 

real-world variations, making the model more robust. 

 

The CNN model, designed for binary classification (benign vs. malignant), demonstrated high 

performance, achieving an accuracy of 90.3%. The loss was recorded as 0.2311, and the precision and 

recall were 90.24% and 96.40%, respectively. These metrics reflect the ability of model to make 

precise predictions while minimizing false positives, especially for malignant cases, which are crucial 

for early breast cancer detection. 

 

This research highlights the effectiveness of DL methods, particularly CNNs, in analyzing breast 

cancer images. The use of the BreakHis dataset, coupled with advanced data augmentation techniques, 

provides a strong foundation for developing a highly accurate and reliable system for breast cancer 

detection. 

 

Higher accuracy predictions directly translate to better detection of cancerous areas. This will reduce 

the risk of bias and prejudice, allowing more cancers to be correctly identified and fewer healthy areas 

to be incorrectly labeled as disease. Cancer. The performance of our hybrid convolutional neural 

network (CNN) model provides good results, ensuring consistent predictions, which is important in 

medical diagnosis. Correlation helps care and assessment by ensuring that different images of the 

same patient produce similar predictions. With such a robust model, radiologists and oncologists can 

have greater confidence in identifying mechanical effects from the system. This will help determine 

further tests, blood tests or treatment. This performance is especially useful in places with more 

patients. Our CNN model achieved 90.3% accuracy, 90.24% precision and 96.40% recall rate, making 

it a powerful tool for early detection and accurate localization of tumours in histopathology images, 

ultimately leading to positive results in patients. The training accuracy of 90.3% and the learning loss 

of 0.2311 show that the model has learned the training data very well. The architecture of the model 

integrates convolutional layers for feature extraction and fully connected layer separation for feature 

extraction, ideal for detecting hidden patterns in histopathological images. The use of layers will help 

avoid problems during training. 
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However, the validation accuracy of 90.3% and the validation loss indicate that there is a difference in 

model performance between the training data and the nonrecommended data, as shown in Figure 4. 

Regularization techniques such as dropout and batch normalization are useful. Overfitting occurs when 

a model learns from noise or irrelevant patterns in the training data and does not perform well on new, 

unseen data. The lower recognition accuracy compared to the training accuracy suggests a potential 

improvement in the model’s ability to expand to new items. Additional measures to address overfitting 

may include increasing the oscillation rate, adding additional material to the process, or using early 

termination during the run. Additionally, collecting diverse training data or using optimization 

techniques can help bridge the gap between training and validation. With some fine-tuning, it is already 

possible to achieve better extension of invisible data. Therefore, future research should focus on 

improving the model to overcome overfitting and increase its generalizability. 

 
 

Figure 4: Training v/s Validation Accuracy and Loss of the Suggested Hybrid CNN Model 

 

Confusion Matrix and Classifier Performance 

 

The confusion matrix for our convolutional neural network (CNN) classifier, illustrated in Figure 5, 

offers valuable insights into its effectiveness in predicting cancer cases. The CNN model exhibits robust 

performance in terms of both sensitivity and specificity. It successfully identified 1,340 true positive 

cases, demonstrating a strong capability to accurately detect patients with cancer, which is essential for 

prompt and effective treatment. The model's low false negative count of 50 indicates that it seldom 

overlooks actual cancer cases, thereby minimizing the risk of undiagnosed conditions. Additionally, the 

model's proficiency in correctly classifying 478 true 

 

negative cases highlights its effectiveness in recognizing non-cancerous instances, which helps alleviate 

unnecessary anxiety and medical interventions for those individuals. However, the identification of 145 

false positive cases points to some situations where the model mistakenly indicates the presence of 

cancer, potentially resulting in false alarms and the need for further diagnostic evaluations. In summary, 

the CNN classifier demonstrates a wellbalanced performance, achieving high rates of true positives and 

true negatives, which signifies its capability to effectively detect both malignant and benign cases. The 

relatively low rate of false negatives is particularly encouraging in a clinical setting, as it ensures that the 

majority of cancer cases are accurately recognized. Although the false positive rate is moderate, it 

presents an opportunity for improvement through model refinement or the integration of additional data 

and methodologies aimed at reducing such occurrences. This balanced performance enhances the 

model's reliability and its prospective application in clinical diagnostics. 
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Figure 5: Confusion Matrix for the CNN Model 

 

ROC Curve and Model Evaluation 

 

The ROC curve presented in Figure 6 provides a visual representation of the performance of the 

convolutional neural network (CNN) model, plotting the true positive rate (sensitivity) against the false 

positive rate. The proximity of the curve to the upper left corner of the graph indicates the model's 

strong capability to differentiate between positive and negative cases, which is indicative of high 

sensitivity and specificity. With an area under the curve (AUC) of 0.96, this suggests that the classifier 

has a 96% likelihood of accurately ranking a randomly selected positive instance above a randomly 

selected negative one. Such a high AUC value underscores the model's remarkable ability to 

discriminate effectively, confirming its proficiency in correctly identifying true positive cases while 

keeping false positives to a minimum. 

 

 

 

 

 

 

Figure 6: ROC Curve for the CNN Model 

Precision-Recall Curve 

 

The Precision-Recall curve, shown in Figure 7, provides insights into precision and recall performance 

of model across different thresholds. Precision of 90.24% and recall of 96.40% demonstrate the 

model's capability to correctly detect cancerous regions TP and minimalize FP. This curve highlights 

the trade-off between precision and recall, showing how model can maintain a high recall rate while 

keeping the precision at a good level. 
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Figure 7: Precision-Recall Curve for the CNN Model 

 

4. CONCLUSION 

 

This research emphasizes the successful creation and assessment of a model based on convolutional 

neural networks (CNNs) aimed at the detection, segmentation, feature extraction, and classification of 

breast cancer using mammographic images. By harnessing the capabilities of CNNs, this model 

enhances the accuracy and dependability of diagnoses, positioning itself as an essential resource for the 

early identification and diagnosis of breast cancer in clinical environments. 

 

The CNN model effectively captures crucial features, like edges and textures, through convolutional 

layers, while layers which are fully connected facilitate non-linear combinations for precise 

classification. The use of the ReLU activation function further enhances data processing, ensuring more 

efficient learning and improved model performance. The preprocessing steps, including artifact removal 

and breast region segmentation, played a critical role in ensuring the model was trained on cleaner, more 

relevant data, which is essential for achieving accurate results. 

 

The application of transfer learning and parameter reduction techniques helped streamline the model 

architecture, improving its generalization capabilities and simplifying the training process. This CNN-

based approach demonstrated a breast image recognition accuracy of 90.3%, with precision of 90.24% 

and recall of 96.40%, showcasing its potential for enhancing diagnostic precision. Given the high 

accuracy, precision, and recall values achieved by the model, this system can significantly aid healthcare 

practitioners in the timely breast cancer detection, finally contributing to better patient results and 

survival rates. With breast cancer being leading 
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