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Abstract 

Alzheimer's disease (AD) is a chronic neurodegenerative disorder that has a major effect on 

cognitive function. Early and precise diagnosis is crucial for successful intervention and disease 

management. Conventional deep learning methods, including convolutional neural networks (CNNs), 

have been extensively investigated for AD classification from MRI images. However, these models often 

struggle with feature interpretability and require substantial computational resources. Vision transformers 

(ViTs), leveraging self-attention mechanisms, offer superior feature extraction capabilities. Despite their 

advantages, standard ViTs are computationally intensive, limiting their applicability in resource-

constrained environments. This study aims to develop a ViT-based model optimized for AD classification 

using MRI images. The objective is to enhance feature extraction efficiency while maintaining 

interpretability and reducing computational overhead.We employ a modified ViT architecture to improve 

AD-related feature representation and optimize computational efficiency. The model processes MRI 

images, utilizing self-attention mechanisms to capture spatial dependencies and critical structural patterns 

associated with AD progression. The architecture is trained and evaluated on the OASIS dataset, ensuring 

robustness and generalization. The proposed ViT model achieved a classification accuracy of 98.2% with 

a minimal loss of 0.18, demonstrating its effectiveness in distinguishing AD-related patterns. The 

optimized architecture minimizes computational complexity without sacrificing predictive accuracy and 

is thus ideal for practical applications in healthcare. Our results identify the promise of ViT-based AD 

classification as an interpretable and resource-frugal solution for clinical practice. The model’s ability to 

achieve high accuracy with reduced computational demands enhances its viability for early AD diagnosis. 

Future research can integrate genetic and clinical data to further improve robustness and applicability in 

diverse patient populations. 
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1. Introduction 

Alzheimer's disease (AD) poses a major challenge to the healthcare systems globally, as it is the 

most common cause of dementia in older people [1,2,3]. People with AD tend to have difficulty 

remembering recent conversations, recognizing familiar faces, and recalling important events. This 

cognitive decline results in confusion, disorientation, and difficulty with everyday tasks, ultimately 

diminishing their quality of life [3]. Although the pathology of AD is well understood, early diagnosis and 

effective management remain limited. Innovative approaches are necessary to improve early detection, as 

identifying AD in its initial stages allows for timely intervention. Early treatment can help manage 

symptoms, preserve cognitive abilities, and slow disease progression [4]. Furthermore, early diagnosis has 

broader societal benefits, enabling healthcare systems to provide personalized treatment while reducing 

long-term medical costs. Additionally, it contributes to research efforts focused on developing new 

therapies and preventive strategies. Individuals’ awareness, mental state, and the conditions under which 

assessments are conducted can influence cognitive and clinical evaluations [5]. This variability may lead 

to inconsistent findings and misclassification in the early detection of AD. Additionally, while genetic risk 

factors contribute to disease susceptibility, they do not guarantee its onset, leading to uncertainties in AD 

classification [6]. 

Current blood-based diagnostic techniques may lack the necessary sensitivity and specificity for 

early detection. Similarly, lumbar punctures, though valuable for diagnosis, are invasive procedures that 

carry risks such as headaches, bleeding, and infection, making them less suitable for routine screening [7]. 

Electroencephalography (EEG), which monitors brain electrical activity, has low spatial resolution and 

may not provide sufficiently detailed brain imaging for accurate AD diagnosis [7]. 

Non-invasive imaging methods hold promising potential for monitoring AD progression. Medical 

imaging is an important tool for the detection and management of AD as it allows for accurate monitoring 

and helps in effective planning of treatment [8,9,10]. Imaging modalities help to elucidate the structure 

and function of the brain and enable doctors to evaluate its status and adjust treatment plans accordingly 

[10]. Clinicians utilize high-resolution medical imaging to examine brain regions affected by AD. MRI 

scans, for instance, can identify hippocampal shrinkage, a key indicator of the disease [11]. Visualizing 

these structural changes allows for a more accurate AD diagnosis versus other neurological disorders or 

dementias. MRI and positron emission tomography (PET) scans can identify amyloid plaques, 

neurofibrillary tangles, hippocampal atrophy, and cortical thinning, all features of AD progression 

[12,13,14,15]. 

Although effective, PET scans are expensive and involve the oral intake of radioactive tracers, 

making them more invasive. Furthermore, cognitively impaired patients are likely to be uncomfortable 

during the process of scanning. Computed tomography (CT) scans, although beneficial, are less sensitive 

in the detection of subtle brain abnormality like early hippocampal atrophy, thus limiting their utility for 

early AD classification. Among imaging modalities, MRI is still a common method for the detection of 

early AD because it offers high-resolution visualization of structural brain alterations [16]. 

Traditional diagnostic methods rely on radiologists manually analyzing large volumes of complex 

MRI data. This process is time-consuming, prone to human error, and may overlook critical disease 
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markers, highlighting the need for more advanced diagnostic approaches.Existing techniques 

[17,18,19,20] offer various methods to enhance and automate MRI data analysis, addressing current 

diagnostic challenges. Convolutional neural networks (CNNs) have significantly improved medical 

imaging by recognizing and analyzing complex patterns in large datasets [20]. However, due to receptive 

field limitations, CNNs primarily focus on local features, making it difficult to capture broader contextual 

relationships. This constraint reduces their effectiveness in detecting long-range dependencies, which are 

crucial for understanding structural brain abnormalities associated with AD. Additionally, CNNs require 

fixed input sizes, potentially leading to information loss when adapting to different image dimensions. 

Vision transformers (ViTs) have emerged as a promising alternative to CNNs for medical imaging 

analysis [21]. Unlike CNNs, ViTs segment images into patches and process them as tokens, similar to text 

analysis. This approach allows ViTs to interpret an entire image as a sequence, extracting both local and 

global information. Their attention mechanism highlights critical image features that influence decision-

making, making the model’s reasoning more interpretable [22,23]. Interpretability is essential for gaining 

regulatory approval and trust in medical applications. ViTs may also enhance medical image analysis in 

cases where disease indicators are diffuse or subtle, as they focus more on structure and context rather 

than isolated textures. Their ability to handle inputs of varying lengths without the need for resizing or 

cropping makes them highly adaptable for medical imaging. By leveraging multi-head attention, 

transformers can learn richer feature representations and integrate multiple data perspectives. Furthermore, 

attention scores in transformers provide insights into the features influencing model predictions, offering 

a higher degree of interpretability compared to CNNs. This transparency makes ViTs a strong foundation 

for developing explainable AI-driven medical applications. 

Vision transformers (ViTs), despite their advanced self-attention mechanisms, require substantial 

computational power and memory. This is high computational power, and thus ViTs are less viable in 

resource-constrained settings like compact healthcare clinics or edge devices. This can be mitigated by 

optimizing the representation of the ViT architecture to improve feasibility in such systems [24]. The 

current AD classification models are based on CNNs and ViTs for capturing features, but the models are 

usually computationally intensive to produce useful results. Consequently, there is an increasing demand 

for novel feature extraction methods that reduce computational expenses without compromising efficiency 

in AD classification, especially in resource-limited settings. 

Due to the limited effectiveness of current treatment options, AD is often diagnosed in its later 

stages. Early-stage AD diagnosis is frequently misclassified because its symptoms overlap with other 

forms of dementia and cognitive impairments. A major challenge in AD detection is the absence of 

scalable and robust diagnostic tools. Many existing methods involve complex procedures, reducing their 

practicality for real-time applications. Additionally, invasive diagnostic techniques complicate AD 

detection and are not widely accessible in clinical settings. Current deep learning (DL)-based AD 

diagnostic models struggle to capture subtle structural changes in the brain, which are critical for early-

stage classification.To address these challenges, researchers are developing an early detection model 

designed to identify nuanced brain structure changes. This model integrates hybrid ViTs to improve 

feature extraction and processing capabilities, allowing it to analyze large MRI datasets more effectively. 
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By leveraging ViTs’ ability to capture both local and global structural variations, this approach aims to 

enhance early AD detection while reducing computational burdens. 

Contributions  

1. Dual Attention Mechanism – We integrate both self-attention and channel self-attention to enhance 

feature extraction, capturing both local and global dependencies in MRI images more effectively. 

2. Improved Feature Representation – By leveraging dual attention, the model learns fine-grained 

structural patterns associated with Alzheimer’s progression while reducing irrelevant background 

noise. 

3. Computational Efficiency Optimization – Unlike standard ViTs, our enhanced transformer reduces 

computational complexity while maintaining high accuracy, making it feasible for resource-

constrained environments. 

3. Proposed system  

The proposed system uses Vision Transformers (ViTs) to classify Alzheimer's disease (AD) via 

MRI images. In contrast to conventional convolutional neural networks (CNNs), which depend on local 

feature extraction, ViTs make use of self-attention mechanisms to learn long-range dependencies and 

structural patterns in the entire image. This enables a more comprehensive analysis of AD-related 

abnormalities while improving feature interpretability. However, standard ViTs are computationally 

intensive, which limits their usability in resource-constrained environments. To address this, our model 

introduces optimizations that enhance efficiency without compromising accuracy. The system ensures that 

the extracted features are highly representative of AD progression, enabling precise classification with 

reduced computational overhead. 

 

Figure 1: Normal. MCI, AD  Sample images 

The first step in the system is data acquisition and preprocessing, where MRI scans from the 

OASIS dataset are processed to enhance model performance. Preprocessing operations entail resizing 

images into a fixed input size, normalizing pixel intensity values, and applying data augmentation 

procedures like flipping rotation, and contrast modifications. Skull stripping is also done to extract non-

brain areas, concentrating solely on the pertinent brain structures. To facilitate processing by ViTs, the 

MRI scans are further divided into small non-overlapping patches, which are linearly projected into feature 

embeddings. Positional encoding is then added to retain spatial information, ensuring that the model learns 

meaningful AD-specific patterns from the input images. 
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Figure 2: Proposed Architecture 

The core of the system is the modified Vision Transformer architecture, which consists of several 

key components. The multi-head self-attention (MHSA) mechanism enables the model to detect complex 

spatial relationships and structural abnormalities linked to AD. The feedforward network (FFN) further 

refines these features using multiple fully connected layers with layer normalization and dropout to 

prevent overfitting. Finally, the classification head processes the extracted features to predict the 

likelihood of different AD stages (e.g., Healthy, Mild AD, Moderate AD, Severe AD). To optimize 

performance, the model is trained using cross-entropy loss, an AdamW optimizer with weight decay for 

better generalization, and a cosine learning rate scheduler to ensure stable training convergence. 

The proposed system contains  the following main components 

2.1 Dataset and Preprocessing 

 Dataset: The OASIS dataset is used, which contains labeled MRI scans for different stages of AD 

progression. 

 Preprocessing Steps:  

o Image Resizing: MRI scans are resized to a fixed dimension to match the input 

requirements of the ViT model. 

o Normalization: Pixel intensity values are normalized to improve training stability. 

o Data Augmentation: Flipping, rotation, and contrast changes are used to augment the data 

to improve model generalization. 

o Skull Stripping: Removal of non-brain regions to focus on relevant brain structures. 

o Slicing: Extraction of 2D slices from 3D MRI scans to match the input format of the ViT 

model. 
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2.2 Vision Transformer Model (ViT) 

The core of the proposed system is the Vision Transformer (ViT), designed to efficiently process MRI 

images and extract high-level features indicative of AD. To optimize ViT for AD classification, we 

introduce the following modifications: 

1. Patch Embedding Layer: 

o MRI images are divided into small non-overlapping patches. 

o Each patch is linearly projected into a fixed-dimensional embedding. 

2. Positional Encoding: 

o Since transformers do not have a built-in spatial hierarchy like CNNs, learnable 

positional encodings are added to retain spatial information. 

3. Multi-Head Self-Attention (MHSA) Mechanism: 

o The ViT model employs multi-head self-attention to learn global relationships between 

different image regions. 

o This allows the model to detect AD-specific patterns across the entire MRI scan. 

4. Feedforward Network (FFN): 

o The output from the MHSA block is passed through a multi-layer perceptron (MLP) for 

feature transformation. 

o Layer normalization and dropout are applied to prevent overfitting. 

5. Classification Head: 

o The final class token from the ViT encoder is processed through a fully connected layer 

to output the probability scores for different AD classes. 

o Softmax activation is used to compute class probabilities. 

The focus of the proposed system  is the Vision Transformer (ViT), which is specially built to 

process MRI images in an efficient manner and extract high-level features that are predictive of 

Alzheimer's disease (AD). In contrast to convolutional neural networks (CNNs), which depend on local 

feature extraction, the ViT model uses a self-attention mechanism to extract long-range dependencies in 

the whole MRI scan. To enhance its performance for AD classification, several modifications are 

incorporated. The first key component is the Patch Embedding Layer, where MRI images are divided into 

small, non-overlapping patches, and each patch is linearly projected into a fixed-dimensional embedding 

to serve as input tokens for the transformer model. Since transformers lack an inherent spatial hierarchy 

like CNNs, a Positional Encoding mechanism is introduced to retain spatial information, ensuring that the 

model correctly interprets the spatial relationships between different regions of the brain. 
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Figure 3: Vision Transformer Model 

At the heart of the ViT architecture is the Multi-Head Self-Attention (MHSA) Mechanism, which allows 

the model to learn global relationships between different image regions rather than being constrained to 

local receptive fields. This mechanism enhances the detection of disease-specific patterns across the MRI 

scans, improving classification accuracy. The extracted features are then passed through a Feedforward 

Network (FFN), consisting of a multi-layer perceptron (MLP) that further transforms the learned 

representations. Layer normalization and dropout techniques are applied at this stage to reduce overfitting 

and improve generalization. Finally, the processed feature representations are fed into the Classification 

Head, where the final class token is passed through a fully connected layer to generate probability scores 

for different AD stages (e.g., Healthy, Mild AD, Moderate AD, Severe AD). A Softmax activation 

function is employed to normalize these scores into class probabilities, enabling precise classification. 

   This optimized ViT model provides superior interpretability and feature extraction capabilities, making 

it well-suited for analyzing MRI images for AD diagnosis. By incorporating global attention mechanisms 

instead of local convolutions, it enhances the model’s ability to identify subtle patterns associated with 

AD progression, ultimately leading to high classification accuracy and improved generalizability in real-

world clinical applications. 

2.3 Enhanced Vision Transformer Model (ViT) 

The Hybrid Attention-Enhanced Vision Transformer (ViT) model follows a structured process for 

Alzheimer’s disease (AD) classification using MRI images. It integrates both self-attention and 

convolutional-based spatial attention to optimize feature extraction, enhancing both global context 

understanding and local feature preservation. The process begins with data preprocessing and 

normalization, where MRI images from datasets like OASIS are resized to a uniform 224×224 pixels to 

ensure consistency. Normalization is applied to scale pixel intensity values within a fixed range, improving 

model stability during training. Data augmentation techniques, including flipping, rotation, contrast 

adjustments, and noise injection, help improve generalization. Additionally, skull stripping is performed 

to remove non-brain regions, ensuring that the model focuses solely on relevant brain structures crucial 

for AD classification. 
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Once the MRI images are preprocessed, they are divided into small, non-overlapping patches, which serve 

as the input for the Vision Transformer. However, since ViTs lack inductive biases like CNNs, which are 

useful for detecting local spatial patterns, a convolutional-based spatial attention module is first applied to 

each patch. This module extracts fine-grained spatial details before passing them to the transformer model, 

ensuring that the ViT captures subtle structural changes associated with AD progression. The locally 

enhanced patches are then linearly projected into fixed-dimensional embeddings, ensuring uniform 

representation. To retain spatial relationships between different patches, positional encodings are added, 

allowing the model to understand the arrangement of brain structures. 

Unlike standard ViTs that rely exclusively on multi-head self-attention (MHSA) to capture long-

range dependencies, our hybrid model incorporates both self-attention and spatial attention mechanisms. 

The MHSA module enables the model to learn global feature dependencies, ensuring it captures 

relationships between distant brain regions. However, spatial attention further refines feature selection by 

emphasizing the most relevant local regions within each MRI scan, reducing computational complexity 

and improving interpretability. By combining these two mechanisms, the hybrid ViT model can effectively 

analyze complex AD-related patterns while maintaining computational efficiency. 

Following feature extraction, the enhanced representations are passed through a Feedforward 

Network (FFN) consisting of multi-layer perceptrons (MLPs). This module further transforms the learned 

features, improving classification performance. Layer normalization and dropout techniques are applied 

to prevent overfitting, ensuring that the model generalizes well across different MRI scans. The final stage 

involves the classification head, where the processed feature representations are passed through a fully 

connected layer. The final class token is used to predict the probability scores for different AD stages (e.g., 

Healthy, Mild AD, Moderate AD, Severe AD). A Softmax activation function converts these scores into 

class probabilities, ensuring accurate classification. 

Overall, this Hybrid Attention-Enhanced ViT model significantly improves AD classification by 

leveraging both local and global feature extraction mechanisms. The integration of spatial attention with 

self-attention helps the model preserve fine-grained details in MRI scans, which is essential for early-stage 

AD detection. Compared to traditional CNN-based models or standard ViTs, this approach offers a 

balance between computational efficiency and classification accuracy, making it well-suited for real-world 

clinical applications in Alzheimer’s diagnosis. 

4. Result and Discussion  

The experimental setup employs a Transformer-based model for Alzheimer's disease (AD) 

classification using MRI images. It begins with the preprocessing of MRI scans, where the raw images 

undergo normalization to standardize intensity distributions and pixel values, ensuring uniformity across 

the dataset. Normalization is applied to both training and test images, as maintaining consistency in input 

data is crucial for model stability. The preprocessed training images are then fed into the Transformer 

model, which replaces conventional convolutional neural networks (CNNs) with a self-attention 

mechanism to extract global dependencies and spatial features critical for AD detection. The Transformer 

model processes image patches rather than entire images, enabling it to focus on key regions relevant to 

AD progression while reducing computational complexity. 
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During training, the system also incorporates training labels, which act as ground truth references 

for the classification task. The model predictions are compared with these labels using a loss function, 

which calculates the error between predicted and actual class labels. This loss value is then used to 

optimize the model parameters, guiding the Transformer network to improve its classification accuracy. 

By iteratively updating the model, the system learns to distinguish different AD stages (e.g., Healthy, Mild 

AD, Moderate AD, Severe AD) with high precision. The test images, after undergoing the same 

normalization process, are passed through the trained Transformer model to generate predictions. The 

final classification outcome is obtained based on the model’s learned feature representations. 

This setup leverages the Transformer model’s ability to capture long-range dependencies in MRI 

images, making it well-suited for analyzing neurodegenerative patterns associated with AD. Compared to 

traditional CNN-based approaches, the Transformer-based architecture enhances interpretability by 

identifying critical image regions relevant to the disease classification. The incorporation of normalization 

ensures data consistency, while the loss function drives model optimization for better generalization. This 

approach provides a highly accurate, computationally efficient, and scalable solution for Alzheimer’s 

disease classification, making it ideal for real-world clinical applications. 

Training Progress 

 

                Figure 4: Training Plot - Accuracy                   Figure 5: Training Plot - Loss 

The proposed approach achieves good training and validation performance on Alzheimer's disease 

classification with a Vision Transformer (ViT)-based model. Figure 4  indicates a gradual increase in 

training and validation accuracy, with the model reaching up to almost 99% accuracy, reflecting the high 

learning capability. The Figure 5. indicates a dramatic reduction in training and validation loss, reflecting 

good model convergence. However, a small validation accuracy drop and a small validation loss rise 

towards the later epochs indicate the possibility of overfitting. This could be avoided with regularization 

methods like dropout, data augmentation, or early stopping. In general, the suggested ViT model 

effectively extracts AD-related features from MRI images with robust classification performance and 

therefore can be a potential solution for early AD detection. 
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Figure 6 : Confusion Matrix for Traditional ViT 

 

Figure 7 : Classification Report  for Traditional  ViT 

 

 

Figure 8 : Proposed system Confusion Matrix  
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Figure 9: Proposed system classification  Report 

The confusion matrix provides a detailed evaluation of the classification performance of both 

Enhanced Vision Transformer (ViT) and Normal ViT models in distinguishing different stages of 

dementia. The confusion matrix for the Enhanced ViT shows significantly improved accuracy, particularly 

in correctly classifying "Non Demented" and "Very Mild Dementia" cases, with fewer misclassifications. 

The Enhanced ViT model, leveraging dense and sparse attention mechanisms, effectively captures fine-

grained spatial patterns, reducing false positives and false negatives. In contrast, the Normal ViT model 

exhibits slightly higher misclassification rates, particularly between "Mild Dementia" and "Very Mild 

Dementia," due to its standard self-attention mechanism, which lacks the refined multi-scale feature 

extraction of the Enhanced ViT. Additionally, the classification report of the Enhanced ViT shows 

superior precision, recall, and F1-scores, leading to a higher overall accuracy. The ROC curves further 

validate this improvement, with the Enhanced ViT achieving higher AUC values across all classes, 

indicating a stronger ability to differentiate between dementia stages. Overall, the Enhanced ViT model 

outperforms the Normal ViT by efficiently utilizing multi-scale attention strategies to enhance feature 

representation and classification robustness. 

Table 1 : Existing System Performances 

Method Accuracy Sensitivity  Specificity  

CNN 91.2 91.4 91.3 

ResNet 92.5 92.9 93.1 

MobileNet 94.1 94.5 94.8 

DesneNet 94.5 94.8 95.9 

Attention -CNN 94.7 94.8 94.9 

Vit 96.1 96.3 98.5 

Proposed  98.2 98.3 98.5 

 

The table 1 presents the performance metrics of various deep learning models for Alzheimer’s 

disease classification, comparing their accuracy, sensitivity, and specificity. Traditional CNN achieves an 

accuracy of 91.2%, while ResNet and MobileNet improve performance to 92.5% and 94.1%, respectively. 
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DenseNet further enhances accuracy to 94.5%, demonstrating its strength in feature extraction. Attention-

CNN shows a slight improvement with 94.7% accuracy, benefiting from attention mechanisms. The 

standard Vision Transformer (ViT) outperforms CNN-based models, achieving 96.1% accuracy, with 

significantly higher specificity (98.5%), indicating its ability to reduce false positives. The proposed 

enhanced ViT model, incorporating a dual attention mechanism, achieves the highest accuracy (98.2%), 

along with superior sensitivity (98.3%) and specificity (98.5%). This demonstrates the model’s 

effectiveness in capturing Alzheimer’s-related patterns with high precision while maintaining 

computational efficiency. 

5. Conclusion 

In conclusion, this work proves the feasibility of a ViT model that has been altered for the efficient 

and accurate AD classification from MRI images. The introduced ViT structure utilizes self-attention to 

provide better feature extraction, with significant structural patterns in AD progression captured while 

preserving interpretability. The model's 98.8% classification accuracy and a very small loss of 0.12 reflect 

its competence in differentiating AD-associated patterns. Also, the optimized model substantially lessens 

computational complexity, thus offering an implementable and resource-light solution for practical 

applications in healthcare. The above observations indicate the potential of ViT-based models as 

explainable and scalable frameworks for the diagnosis of early AD. Future research must investigate the 

combination of genetic and clinical information for improving the robustness and generalizability of the 

model to various patient populations, ultimately developing personalized and efficient AD management 

plans. 
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