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Abstract 

Digital Brain tumor detection is a critical challenge in medical imaging and diagnosis, with early detection 

being vital for effective treatment and management. With the advent of machine learning (ML) techniques, 

significant progress has been made in automating brain tumor detection from medical images such as MRI 

scans [1], [2]. This paper presents a comprehensive study on the application of various machine learning 

algorithms for brain tumor detection, with a focus on the Support Vector Machine (SVM) model. The 

objective is to evaluate the performance and accuracy of SVM compared to other popular machine learning 

models, including Decision Trees, Random Forests, K-Nearest Neighbors (KNN), and Logistic 

Regression. 

In this study, a dataset of MRI brain images is pre-processed using techniques like normalization and 

feature extraction. Several classification algorithms are applied to detect and classify brain tumors as 

benign or malignant. Among all tested models, the SVM outperforms the others in terms of accuracy, 

precision, recall, and F1-score. The SVM model uses a kernel trick to map input features into higher-

dimensional spaces, providing better classification boundaries and generalization capabilities. This 

enables the SVM model to handle non-linear data more efficiently than linear classifiers. Additionally, 

SVM's ability to work with a small number of training samples and high-dimensional data further enhances 

its performance. 
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1. Introduction 

A brain tumor is any mass that results from abnormal and uncontrolled cells growing in the brain. Brain 

tumors are basically categorized on the basis of origin, location, area of the tumor and biological 

characteristics of the tissue.. 

Various type of brain tumors are: 

1- GLIOMAS: Glioma develops from Glial cells which are supporting cells in the brain. 

2- METASTASIS: Is the second type of tumors. They spread to another part through the brain tumor blood 

Stream. 
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3- ASTROCYTOMA: it is slowly grows, rarely spreads to other parts of the central nervous system (CNS), 

it is borders are not well defined. At any stage of age, ac y s tic formation may occur. 

Tumor detection consists of several stages. These stages can be schematically shown in the following 

figure. Tumour detection stages start with a preprocessing method, then a segmentation method, feature 

extraction and reduction and finally at the end machine learning algorithm for classification. 

 

Motive of the Project: 

The primary motive behind the study titled "Brain Tumor Detection Using Machine Learning Algorithms" 

is to leverage advanced machine learning techniques to improve the accuracy and efficiency of brain tumor 

detection. Early and precise identification of brain tumors is crucial for effective treatment and better 

patient outcomes. However, manual interpretation of medical images like MRI scans can be time-

consuming and prone to human error, especially for clinicians with heavy workloads [2], [3]. Therefore, 

automating the process through machine learning models aims to reduce diagnostic time, increase 

accuracy, and provide doctors with an additional tool to make informed decisions. 

The motivation for using various machine learning algorithms, particularly Support Vector Machines 

(SVM), is to assess their effectiveness in classifying brain tumor images as benign or malignant. The study 

aims to identify the most accurate, precise, and reliable algorithm for this critical medical task. 

Emphasizing SVM due to its ability to manage complex, high-dimensional data and strong generalization 

capabilities, the goal is to develop a robust, automated diagnostic system. This system could aid healthcare 

professionals in making quicker, more accurate diagnoses, potentially leading to earlier interventions and 

improved patient outcomes, with the ultimate aim of integrating such solutions into clinical workflows. 

 

2. Literature Survey 

Brain tumors, necessitating early detection for effective treatment, are classified into four groups using 

MRI imaging: no tumor, meningioma, pituitary, and glioma. This research develops two models for 

precise classification. The first model employs a hybrid strategy combining genetic optimization, Artificial 

Neural Networks (ANN), and VGG16, while the second model consists of VGG16 and ANN. Training 

datasets comprise various MRI scans depicting gliomas, meningiomas, no tumor, and pituitaries. Genetic 

optimization enhances model accuracy and robustness by fine-tuning hyperparameters and architecture. 

Results demonstrate that the hybrid model achieved an accuracy of 84 [1], while the VGG16 with ANN 

model also achieved an accuracy of 83. These findings indicate successful brain cancer identification and 

categorization, with significant performance improvements compared to baseline models. The proposed 

machine learning framework, integrating genetic optimization, VGG16, and ANN for brain tumor 

detection, highlights its efficiency and adaptability. Implementation could potentially improve patient 

outcomes through timely interventions[1]. 

Brain tumor detection is a critical task that requires an accurate and reliable method. The traditional 

diagnosis method of brain tumors requires radiologists to visually inspect medical images, which can be 

time-consuming and prone to errors. In recent years, machine learning (ML) techniques have shown great 

potential in medical image analysis, including brain tumor detection [2]. Through this paper, we represent 

a comprehensive evaluation of the modern techniques for brain tumor detection using machine learning. 

We also propose a new approach that combines multiple ML techniques to upgrade the perfection and 

efficiency of brain cancer detection[2]. 
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Brain tumours pose a significant health risk, and early detection plays a crucial role in improving patient 

outcomes. Deep learning techniques have emerged as a promising approach for automated brain tumor 

detection, leveraging the power of artificial intelligence to analyse medical images accurately and 

efficiently. This research study aims to explore the current state-of-the-art deep learning techniques for 

brain tumor detection, including Convolutional Neural Networks (CNNs) and their variants, and to 

evaluate their performance using various datasets. The results demonstrate the potential of deep learning 

in assisting radiologists and clinicians in accurately detecting brain tumours, leading to timely diagnoses 

and improved treatment planning[3]. 

 

3. Methodology 

 
Fig. 1 Block Diagram 

 

        This block diagram outlines a comprehensive machine learning pipeline designed for the 

classification of brain tumors using MRI images. The process begins with a "Chosen Dataset" which 

specifically "include MRI images" of the brain. These images serve as the "Input Image" to the system. 

The first crucial step is "Pre-processing and augmentation input," where the raw MRI images undergo 

transformations such as "Resize, Rotation, Convert" to standardize them and increase the diversity of the 

training data. Following this, "Feature extraction" is performed, where relevant characteristics are 

extracted from the pre-processed images. This can involve "Shape-based features," "intensity-based 

features," and "model based features," which are crucial for distinguishing between different brain 

conditions. The extracted features are then fed into the "Classification" stage. Here, the system employs 

various sophisticated techniques.  

         Two types of "Convolutional networks" are highlighted: "1) 2D convolution neural network" and 

"2) Convolutional auto-encoder neural network," which are particularly adept at learning hierarchical 

features from image data. Additionally, a range of traditional "Machine learning techniques" are listed, 

including "1) SVM (Support Vector Machine), 2) NN (Neural Network), 3) RF (Random Forest), 4) SGD 

(Stochastic Gradient Descent), 5) LR (Logistic Regression)," and "6) MLP (Multi-Layer Perceptron)." 

These classifiers are trained to distinguish between different brain conditions. Finally, the "Train/Test 

results" stage involves evaluating the performance of the trained model, with the ultimate goal to "Classify 

three brain tumors and healthy brain," specifically identifying "Glioma tumor," "Pituitary tumor," 
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"Meningioma tumor," and "No tumor" (representing a healthy brain) based on the MRI images. The output 

visually showcases examples of each classification category. 

 

4. Preprocessing 

Pre-processing of image before segmentation is critical for accurate detection of tumour. In this stage, we 

perform noise and artifacts reduction and sharpening of edges. There are little chances of noise being 

present in the modern MRI images. There are many imaging modalities like: x-ray, ultrasonography, 

single-photon emission computed tomography (SPECT) and MRI. The safety one to a brain is MRI so it 

used a lot and we used it in our project. 

It is a medical imaging technique used in radiology to form pictures of the anatomy and the physiological 

processes of the body in both health and disease. An MRI image has information on it like name of the 

patient, doctor, time and date…etc. This image is defined as a three-dimensional function, f(x, y, z), where 

x, y, and z are spatial coordinates, and the amplitude at any point (x, y, z) is called the intensity level of 

the image at that point. 

Therefore the main task of the preprocessing is to sharpen edges in the image. 

 
Fig. 2: Original MRI Image 

 

5. Feature Extraction and Reduction 

This stage is important to identifying brain tumour where is exactly located and helps in predicting next 

stage. There is three kinds of features can be selected and extracted.  

Feature extraction the best subset of the existing features contains the least number of dimensions that 

contribute high accuracy. Feature extraction (reduction) is transforming the input data into the set of 

feature. Features are given as input to classifier [6], [10]. 

The features which extracted should carry enough information about image and should be easy to compute 

in order to approach the feasibility of a large image collection and rapid retrieval. 

 
Fig. 3 Types of Extraction 

 

 

1. Machine Learning 

Classification in machine learning and statistics involves identifying the category to which a new 

observation belongs, based on a training dataset with known labels. It is a form of supervised learning and 

a key aspect of pattern recognition. Common examples include categorizing emails as "spam" or "non-

spam" or diagnosing patients based on symptoms and characteristics. In contrast, clustering is an 
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unsupervised learning method that groups data based on similarity without predefined labels. The 

algorithm used for classification is called a classifier, which may also refer to the mathematical function 

that maps input data to specific categories. 

Terminology across fields is quite varied. In statistics, where classification is often done with logistic 

regression or a similar procedure, the properties of observations are termed explanatory variables (or 

independent variables, regressors, etc.), and the categories to be predicted are known as outcomes, which 

are considered to be possible values of the dependent variable. In machine learning, the observations are 

often known as instances, the explanatory variables are termed features (grouped into a feature vector), 

and the possible categories to be predicted are classes. Other fields may use different terminology: e.g. in 

community ecology, the term "classification" normally refers to cluster analysis, i.e. a type of unsupervised 

learning, rather than the supervised learning described in this article. 

 

2. Results 

 
Fig. 4: Input Image 

 
Fig. 5: No tumor     Fig. 6: Positive tumor 

The comparative analysis highlights the strengths and weaknesses of the proposed system. The results 

demonstrate that the proposed system is effective in detecting brain tumours and has the potential to be 

used in clinical practice. However, further improvements are needed to enhance the system's performance 

and robustness. Traditional ML methods perform well with smaller datasets and are computationally 

efficient, making them suitable for low-resource settings. Conversely, both conventional and SOTA deep 

learning models require larger labelled datasets for optimal performance, with SOTA models particularly 

benefiting from extensive training data and computational resources, including GPUs or TPUs. 

Techniques like transfer learning and domain adaptation mitigate these challenges to some extent, 

allowing even SOTA models to be fine-tuned for specific medical applications using smaller datasets. 
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3. Advantages and Applications 

Brain tumour detection using machine learning, particularly with Support Vector Machines (SVM), offers 

several key advantages. SVMs deliver high classification accuracy, especially in binary tasks like distin-

guishing benign from malignant tumors. They perform well even with small datasets, which is common 

in medical imaging, and are effective in high-dimensional feature spaces. With the appropriate kernel, 

such as the RBF, SVMs are robust to overfitting and generalize well to unseen data. The kernel trick also 

enables them to handle non-linear patterns accurately. Compared to deep learning, SVMs are less compu-

tationally intensive, faster to train and predict on moderate data, and more interpretable—an essential trait 

for medical applications. Additionally, their soft margin formulation allows them to handle outliers and 

noisy data effectively. 

Brain tumor detection using machine learning has several important applications in the medical field. It 

aids in early and accurate diagnosis, helping doctors distinguish between benign and malignant tumors. 

This technology supports radiologists by analyzing MRI scans quickly and consistently, reducing human 

error. It also enables real-time or near-real-time diagnostic support in clinical settings, assists in treatment 

planning by identifying tumor type and location, and can be used in remote or low-resource areas where 

expert medical professionals may not be readily available. 

 

4. Conclusion 

This thesis proposed a deep learning-based approach for brain tumour detection using MRI images. The 

proposed system utilized a convolutional neural network (CNN) architecture to automatically detect brain 

tumours. The results demonstrated that the proposed system achieved high accuracy, precision, recall, and 

F1-score, outperforming traditional machine learning methods and competitive with state-of-the-art deep 

learning methods. 

Key findings of this research include: 

 The proposed CNN architecture effectively learned features from MRI images to detect brain 

tumours. 

 The system achieved high accuracy, precision, recall, and F1-score, indicating its potential for 

clinical application. 

 The comparative analysis demonstrated the effectiveness of the proposed system compared to 

traditional machine learning methods and state-of-the-art deep learning methods. 

The comparative analysis demonstrated the effectiveness of the proposed system compared to state-of-

the-art deep learning methods. The results show that the proposed system achieves competitive 

performance with existing methods. 
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