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Abstract 

Tomato leaf diseases seriously threaten agricultural productivity, making early and precise detection 

techniques essential. This study uses Convolutional Neural Networks (CNNs) enhanced by Efficient 

Neural Architecture Search (ENAS) to detect tomato leaf illnesses using a deep learning-based method. 

To improve classification accuracy and lower computing complexity, the study integrates an automated 

pipeline for data preparation, augmentation, and model training. According to experimental findings, the 

ENAS-optimized CNN model performs more accurately and efficiently than traditional CNN designs. 

Future research will use edge computing and multi-modal data analysis to detect diseases in agricultural 

settings in real time. 
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1. Introduction 
Agriculture is a cornerstone of the global economy, providing food security and employment to millions. In India, 

it contributes approximately 70% to the nation's GDP. However, crop diseases pose a significant threat to 

agricultural productivity, leading to substantial economic losses. Among various crops, tomato plants are 

particularly susceptible to fungal, bacterial, and viral infections. These diseases can rapidly spread across fields, 

reducing yield quality and quantity. Early and accurate detection is crucial for preventing widespread damage and 

ensuring sustainable agricultural practices. 

Traditionally, farmers and agricultural experts rely on manual inspection to identify plant diseases. However, this 

method is labour-intensive, time-consuming, and subject to human error, making it inefficient for large-scale 

farming. With advancements in artificial intelligence (AI) and machine learning, automated plant disease 

detection has emerged as a promising solution. Deep learning techniques, particularly Convolutional Neural 

Networks (CNNs), have demonstrated remarkable success in image-based disease classification. CNNs can 

analyze complex patterns in leaf images, enabling precise identification of various diseases. 

Despite the effectiveness of CNNs, their implementation often requires significant computational power and 

extensive hyperparameter tuning. To address these challenges, this research employs Efficient Neural Architecture 

Search (ENAS) to optimize CNN architectures for tomato leaf disease detection. ENAS automates the search for 

the most efficient network structure, reducing computational costs while maintaining high accuracy. The proposed 

system integrates data preprocessing, augmentation, and automated architecture tuning to enhance model 

performance. 

By leveraging ENAS, this research aims to improve the accuracy, efficiency, and scalability of tomato disease 

classification models. The findings contribute to the development of AI-driven agricultural solutions, enabling 

farmers to detect and manage diseases early, ultimately enhancing crop yield and food security. Future 

applications could extend this approach to other crops, further revolutionizing precision agriculture. 
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2. Related Work 
Artificial intelligence (AI) has transformed many sectors, including agriculture, by facilitating automated 

detection and classification of diseases through machine learning and deep learning methods. Among these 

methods, Convolutional Neural Networks (CNNs) have shown exceptional effectiveness in recognizing plant 

diseases from leaf imagery. CNN-based models excel at extracting complex patterns from images, making them 

particularly effective for classifying plant diseases. 

However, challenges remain, such as significant computational demands, reliance on large labeled datasets, and 

the ability to generalize across varied environments. Many cutting-edge deep learning frameworks require 

substantial computational power, rendering them unsuitable for real-time and low-resource agricultural 

applications. Furthermore, models trained on specific datasets often struggle to generalize to different disease 

types or plant varieties, necessitating strategies for optimization to improve both model efficiency and accuracy. 

This section offers a thorough review of research focused on AI-based plant disease detection, organizing studies 

into three categories: CNN-based approaches, advanced AI methods (including federated learning, transfer 

learning, and GAN-based augmentation), and strategies for optimizing CNNs. The review pinpoints the 

deficiencies in current research and underscores the existing research gap, placing our work within the larger 

framework of Efficient Neural Architecture Search (ENAS) aimed at optimizing CNNs for plant disease 

detection. 

 

3. CNN Based Plant Disease Detection 
Convolutional Neural Networks (CNNs) have gained popularity in the classification of plant diseases due to their 

capability to automatically derive spatial feature hierarchies from image data. Research such as "Automatic and 

Reliable Leaf Disease Detection Using Deep Learning Techniques" (2021) and "Plant Disease Identification from 

Individual Lesions and Spots Using Deep Learning" (2019) illustrates the effectiveness of CNNs in accurately 

detecting plant diseases. 

Various CNN architectures like VGG16, ResNet, and InceptionV3 have been successfully utilized for identifying 

diseases in tomato leaves. The research "New Perspectives on Plant Disease Characterization Based on Deep 

Learning" (2020) evaluated the performance of different CNN models and found that VGG16 surpassed 

inception-based models due to limitations in the dataset used. Nonetheless, one major drawback of CNNs is their 

reliance on extensive labeled datasets, which can be costly and labor-intensive to gather. 

A significant case is "Tomato Crop Disease Classification Using Pre-Trained Deep Learning Algorithm" (2018), 

which used AlexNet and VGG16 for classifying diseases, achieving accuracies of 97.29% for VGG16 and 

97.49% for AlexNet. Although this research demonstrated impressive accuracy, it pointed out challenges in 

generalization, specifically noting that AlexNet struggled to retain accuracy across various disease types. 

Another challenge associated with CNN-based models is their vulnerability to the quality of images. The study 

"Plant Disease Identification from Individual Lesions and Spots Using Deep Learning" (2019) found that CNN 

models performed inadequately when trained with low-resolution or noisy images, underscoring the importance of 

image preprocessing techniques and data augmentation for achieving reliable performance. 

 

4. Advance AI Technique For Plant Disease Detection 

To address the shortcomings of CNN-focused methods, researchers have investigated advanced artificial 

intelligence strategies, such as federated learning, transfer learning, and Generative Adversarial 

Networks (GANs). 

Federated Learning (FL) for Data Privacy   

Federated learning (FL) allows for model training on numerous decentralized devices without the need 

to exchange raw data, thereby safeguarding privacy and security. The research titled Image-Based Crop 

Disease Detection with Federated Learning (2023) presented FL for the classification of plant diseases, 
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showcasing its capacity to protect sensitive agricultural information. Nonetheless, a major hurdle of FL 

is its lack of transparency and interpretability, complicating the process of tracing and verifying model 

decisions in critical scenarios. Furthermore, FL models require stable network connections and 

synchronization, which may not always be possible in remote farming areas. 

Transfer Learning for Efficient Training   

Transfer learning has proven to be a valuable approach to lessen reliance on large datasets by utilizing 

pre-trained models. The investigation DeepCrop: Deep Learning-Based Crop Disease Prediction with 

Web Application (2023) used ResNet-50, VGG-16, and VGG-19, attaining accuracy rates of 98.60% 

(ResNet-50) and 98.98% (CNN models). By leveraging knowledge from expansive image datasets, 

transfer learning reduces the necessity for extensive labeled agricultural datasets. However, pre-trained 

models may face challenges in domain adaptation, which can restrict their effectiveness in identifying 

new disease variations or changing environmental conditions. 

GAN-Based Data Augmentation   

Generative Adversarial Networks (GANs) have been utilized for data augmentation by generating 

synthetic images to broaden dataset diversity. The study Tomato Plant Disease Detection Using Transfer 

Learning with C-GAN Synthetic Images (2021) employed Conditional GANs (C-GANs) to enhance 

training stability and speed of convergence. While C-GANs provide realistic image generation, they 

demand high-quality and varied training data, which can be difficult to procure. Additionally, GAN-

based augmentation tends to be computationally intensive, rendering it impractical for real-time 

applications in low-resource agricultural environments. 

 

5. Model Developement 

The deep learning model aimed at detecting diseases in tomato leaves was built using Convolutional 
Neural Networks (CNNs), with enhancements applied through Efficient Neural Architecture Search 
(ENAS) to boost both computational efficiency and classification precision. To create a strong model, a 
pre-trained CNN framework was chosen as the foundation for transfer learning, enabling the model to 
benefit from prior knowledge gained from extensive image datasets. Three well-known architectures were 
assessed: VGG16, recognized for its ability to extract deep features and achieve high classification 
accuracy; ResNet-50, a residual network developed to address the vanishing gradient issue via shortcut 
connections; and InceptionV3, a CNN design that allows for multi-scale feature extraction by utilizing 
varying kernel sizes within the same layer. Following initial evaluations, ResNet-50 was selected as the 
foundational model due to its effective extraction of hierarchical features while ensuring an optimal 
balance of computational efficiency. The CNN architecture was organized with several convolutional 
layers, each utilizing 3×3 kernels for detailed feature extraction. To introduce non-linearity and allow the 
network to learn complex patterns in diseased leaf textures, each convolutional layer was followed by a 
ReLU (Rectified Linear Unit) activation function, defined as . This function ensured 
that negative values were set to zero, preventing unnecessary computations while enhancing feature learn-
ing. To reduce the dimensionality of feature maps and lower computational load, Max Pooling layers 
(2×2) were incorporated, progressively reducing spatial dimensions while retaining essential features. The 
resulting feature maps were then flattened into a one-dimensional vector, preparing them for classifica-
tion. 

A series of fully connected (Dense) layers were used for final classification, with Dropout layers (drop 
rate of 0.5) strategically placed to prevent overfitting by randomly deactivating neurons during training. 
ReLU activations were used in intermediate layers to maintain non-linearity, while the final layer utilized 
a Softmax activation function to output a probability distribution across different disease classes. The 

Softmax function is mathematically defined as  where P(yi) represents the probability of the 

i-th class, ensuring that all outputs sum to one, making it suitable for multi-class classification.  
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To enhance model optimization, Efficient Neural Architecture Search (ENAS) was implemented, ad-
dressing the challenges of manual hyperparameter tuning, which is often time-consuming and computa-
tionally expensive. ENAS automated the search for the most effective network configuration by dynami-
cally tuning learning rates, batch sizes, and other hyperparameters. Additionally, it optimized layer selec-
tion, filter sizes, and kernel configurations, ensuring an optimal trade-off between model complexity and 
accuracy while minimizing computational overhead. This automated approach allowed the final model to 
achieve high classification performance while maintaining efficiency, making it more suitable for real-
world agricultural applications where computational resources may be limited. 

  

6. Common Tomato Leaf Diseases 

Several diseases affect tomato plants, which are often manifested through changes in the leaves. 

Common tomato leaf diseases include: 

Early Blight (Alternaria solani): Causes dark, concentric rings on the leaves, eventually leading to leaf 

drop. 

Late Blight (Phytophthora infestans): Results in large, irregular lesions with water-soaked margins, and 

often a white mold under humid conditions. 

Tomato Yellow Leaf Curl Virus (TYLCV): Results in yellowing of leaves, curling, and stunted growth. 

Septoria Leaf Spot (Septoria lycopersici): Characterized by small, water-soaked spots with dark borders. 

Powdery Mildew (Leveillula taurica): Causes a white, powdery coating on the leaves. 

Fusarium Wilt (Fusarium oxysporum): Leads to wilting, yellowing, and browning of leaves. 

 

7. Traditional Disease Detection Method 

Historically, disease detection has been carried out through visual inspections by farmers 

or agricultural specialists. This method can be time-consuming, labor-intensive, and 

prone to human error, especially when diseases are in their early stages. Moreover, some 

diseases have very subtle symptoms, making them difficult to detect. 

Other traditional methods for detecting tomato leaf diseases include: 

Chemical assays to detect specific pathogens. 

Laboratory analysis (e.g., PCR testing) to confirm the presence of a specific disease. 

However, these methods are often expensive, time-consuming, and require expert 

knowledge to interpret results. 

 

8. Comparison 

 

Aspect 

 
Previous 

Research 
 

Our Current Project 
 

Objective Focused primarily on 

identifying and classifying 

diseases from tomato 

leaves using machine 

learning or deep learning 

techniques. 

Detects diseases and 

provides actionable 

solutions, such as 

recommended pesticides per 

acre based on the type of 

disease. 
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Techniques Used Mostly traditional 

Machine Learning (SVM, 

KNN) or deep learning 

models like CNN, 

VGG16, ResNet, etc. 
 

Utilizes CNN-based deep 

learning for detection and a 

custom solution-mapping 

module for treatment advice. 

Atasets Commonly used datasets 

like PlantVillage, which 

include clean, lab-like 

images. 

Includes both PlantVillage 

and locally sourced real-

field images, improving 

real-world applicability. 

Output Predicted disease class 

(e.g., Early Blight, Late 

Blight, etc.) 
 

Predicts disease and 

provides pesticide 

recommendation (in liters/kg 

per acre). 

Practical Application Mostly research-focused or 

experimental. Limited real-

time utility for farmers. 

Designed for real-time usage 

in agriculture. Can be 

integrated into mobile or 

web apps for use in the field. 

 

 

1. Accuracy 
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Advantages of YOLOv8 

1.High  

YOLOv8 improves upon previous YOLO versions with better object detection accuracy due to 

improved architecture and anchor-free detection. 

2.Real-Time  

Like its predecessors, YOLOv8 is designed for high-speed inference, making it suitable for real-time 

applications such as disease detection in the field. 

3.Anchor-Free  

Unlike older YOLO versions, YOLOv8 uses an anchor-free approach, which simplifies training and 

improves generalization to different object sizes. 

4.Integrated  

YOLOv8 supports detection, segmentation, and classification in one framework, which adds versatility 

(e.g., segmenting diseased leaf areas). 

5.Lightweight  

Offers scalable model sizes (n, s, m, l, x), allowing deployment on edge devices like smartphones or 

drones. 

6.Improved  

Non-Maximum Suppression (NMS) and bounding box regression have been refined for better precision 

 

Result 
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2.  Conclusion Matrix 

 

 

 

Conclusion 

Tomato leaf disease detection has come a long way with the advancement of machine learning, image 

processing, and remote sensing technologies. The use of AI models to detect diseases in real-time can 

help farmers reduce the impact of diseases on their crops, minimize pesticide use, and increase yields. 

However, challenges such as data quality, model accuracy, and computational resources must be 

addressed to make these systems more effective and accessible to farmers worldwide. As research 

progresses, these technologies will likely become even more sophisticated, leading to better disease 

management strategies and improved tomato farming practices.he robustness of disease detection 

systems. 
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