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Abstract  

Skin diseases are very common and affect people of all ages. These diseases happen more often as 

compared to other types of illnesses. There are a lot of reasons for this, such as Fungal infections, 

bacteria, allergies, and even viruses. Thanks to new lasers & special medical technology, we can now 

find skin diseases faster than before. But here's the thing: these tests can be super costly and are not 

always available. That’s why dermatology needs an automated screening system. This system can use 

image processing techniques to help. Image processing is great because it helps us figure out what skin 

disease someone has. Many computer vision techniques look for skin problems, too. In places like Saudi 

Arabia, with its hot deserts, skin diseases are pretty common. So, our research aims to help with this 

issue. We’ve come up with a method that uses image processing to detect skin diseases! It starts by 

taking a digital picture of the affected skin area. Then we analyse that image to figure out what type of 

disease it is. Our method is super simple & quick! The best part? You don’t need fancy, expensive 

tools—just a camera and a computer. This method uses colour images. First, we resize the image to pull 

out features using something called a pre-trained convolutional neural network that sounds complicated, 

but it's really just tech that helps us. After that, we use Multiclass SVM to classify those features 

 

1. INTRODUCTION 

 

It has been estimated that 10% to 12% of the population suffers from skin problems in India. This is the 

largest internal organ of the body, covering or protecting the body while also absorbing sensations from 

the environment. The structures consist of seven layers of ectodermal tissue, which act like a 

camouflage for bones, muscles, and other inner organs. Poor hygiene, rising pollution levels, changing 

climate patterns, and exposure to harmful rays of UV also cause several diseases related to the skin. For 

example, a drop of just 1% in the ozone layer can cause a rise of up to 2-3% in skin cancer patients. 

Photo-sensitive skin diseases and infections are more common in India. These problems must be taken 

care of on time because untreated skin diseases not only affect the physical health of a person but also 

trigger mental health and even the quality of life. There is a need for easy and proper treatments that can 

deliver effective and timely care to everyone in a population that is catching up with growth. 

2. PROBLEM STATEMENT 

Like tuberculosis and AIDS, untreated severe skin conditions can lead to further complications. The 

costs of even the simplest skin care therapies can be high. It is necessary, therefore, to have diagnostic 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

  

IJSAT25025828 Volume 16, Issue 2, April-June 2025 2 

 

methodologies that are efficient yet affordable for skin diseases. It is essential to have dermatologists 

who recognize and treat disorders that affect the skin, hair, and nails. Technology is changing the face of 

health care by replacing traditional ways of doing things with automated systems in most fields 

nowadays. 

Dermatology is the area of research scientists are looking to ease the hastening of doctors to diagnose 

patients of their skin ailments with high-speed technology. It uses primarily digital image processing so 

that an enhanced image can be obtained and pertinent information extracted through computer 

algorithms. This would encompass a few steps: getting the image, analyzing and enhancing it, and then 

drawing reports based on the analysis. Segmentation in image processing is the critical component that 

breaks down the image into distinct sections based on pixel characteristics. The technique of 

segmentation is useful in diagnosing ringworm, eczema, chickenpox, and psoriasis because the images 

become easier to analyze. These analyses are highly dependent on the accuracy of feature measurement. 

This project intends to identify the most appropriate image processing technique to find a specific skin 

condition through the following stages: 

 

1. Data Collection: It collects images of various conditions 

 

.2. Pre-processing: The enhancement in quality and elimination of the noise from the images. 

3. Segmentation: Segmentation, i.e., segmentation of images into regions for further analysis. 

4. Feature Extraction and Classification: The features of each condition have to be identified and 

categorized. 

 

3. LITERATURE REVIEW 

 

 

This paper proposes a recognition method that classifies three particular skin diseases as herpes, 

dermatitis, and psoriasis. After preliminary filtering and transformation based on the removal of noise 

and irrelevant backgrounds from the skin images, for segmentation purposes, it utilizes the GLCM that 

has the ability to capture texture and color features in skin disease images. After segmentation, the SVM 

classification methodology is applied, and thus, it is possible to identify the disease with very high 

accuracy. Experimental results confirm the feasibility and correctness of this approach. 

Sumithra et al. - Automatic Segmentation and Classification of Dermatological Lesions for Disease 

Detection 
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The paper brings out an autonomous technique for the segmentation and classification of dermatological 

lesions. Then, it uses filtering to remove hair and noise from the images, then proceeds with segmentation 

using a region-growing technique. In this case, automatic seed point initialization has been done. Then 

color and texture feature extraction followed by classification with SVM and k-NN and their 

combinations. The proposed approach was tested on a database of 726 samples from 141 images 

representing five skin diseases. With SVM, an F-measure of 46.71% was achieved, whereas with k- NN, 

it remained at 34%, but when the classifiers are combined, it goes up to 61%. The results are very 

promising. 

Kolkur et al., "Human Skin Detection using RGB, HSV and YCbCr Color Models 

To this effect, this work approaches an identification mechanism for human skin using RGB, HSV, and 

YCbCr color models that turns out to be efficient for the detection of skin with invariance in orientation 

and size. This algorithm comes out as an accurate method for the detection of skin pixels by combining 

some definite ranges of a color parameter for accuracy. 

Kalaiarasi et al., Dermatological Disease Detection Using Image Processing and Neural Networks 

Kalaiarasi et al. suggest a two-stage approach that incorporates computer vision and machine learning for 

more accurate detection of dermatological diseases. Features are obtained from pre-processed skin 

images in the first stage, and the second stage applies algorithms from machine learning toward 

developing capabilities of disease identification based on histopathological characteristics. It was tested 

on six diseases with a very high accuracy rate of 95%. 

Hameed et al. - Skin Disease Classification Using CNN and SVM Hybrid Approach 

Hameed suggests a diagnostic system that combines deep convolutional neural network (CNN) with 

error-correcting code (ECOC) SVM for the classification of skin lesions. On a 9,144 images dataset, the 

hybrid used Alexnet for feature extraction and ECOC SVM for classification achieving 86.21% accuracy 

over five different skin diseases: healthy, acne, eczema, benign, and malignant melanoma. 

Shanthi et al. CNN-based Detection of Skin Diseases This paper detected four types of skin diseases, 

such as acne, keratosis, eczema herpeticum, and urticaria, using an 11-layer convolutional neural 

network. It used images from the DermNet database to test the model, which achieved its accuracy 

within the interval of between 98.6% and 99.04%. The limitation of this study is that it was based on a 

relatively small sample size of four diseases.classes. 
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4 METHODOLOGIES 

4.1 Image Dataset 

A dataset for skin disease detection includes images showing the normal skin and abnormal skin 

conditions. The input data are the images that aid the system in seeking specific diseases. To counter the 

differences in image sizes for the dataset, images are resized by either zooming in or compressing. 

Resizing will standardize dimensions for images thus ensuring that features derived from all images are 

consistent for the analysis to be taken uniformly. Moreover, resizing reduces processing time hence a 

better performance of the system. For example, a source image of 260×325 pixels can be resized to 

227×227 pixels for uniformity. 

4.2 Preprocessing 

In preprocessing, images have to be cleaned, smoothed, and filtered so that they can be analyzed. 

Preprocessing must be accurate and meaningful, especially where the context of the work is related to 

the detection of skin disease. Accuracy may solely depend on the quality of the images and their 

standardization. The data should be cleaned to correct an error or fill in missing information 

4.3 Segmentation 

Image segmentation is the process of splitting an image into meaningful regions or classes based on 

factors such as g ray level, brightness, colour, contrast, and texture. Since it distinguishes lesions from 

the rest of the healthy skin, segmentation is very critical in ensuring the accurate analysis of the images 

since this procedure directly impacts the following processes, which will be less precise unless the input 

is very accurate. Segmentation is indeed very difficult in microscopic images due to the size, shape, 

colour, and thin contrast with surrounding skin. Techniques for segmentation include threshold-based, 

region-based, cluster-based, and edge- based methods 

4.4 Feature Extraction 

Feature extraction is an important step in an analyse and establishing correlations between the objects 

within images, through which algorithms can understand image data by transforming it into a usable 

format. While dermo images abound with several traits, not all of them are necessarily relevant to the 

skin disease classification task. Considering too many nonsensical features complicates the classifier and 

increases computational requirements but eventually decreases the classification accuracy. For effective 

classification of skin disease, only the most relevant features should be extracted for accurate 

representation of specific region 

4.5 Statistical Features 

Apart from the features acquired from the GLCM of the image texture, statistical features from the RGB 

color space are also extracted. These help further in analyse the distribution of color in the skin images 

for better classification. Among these statistical features, the following are computed for every image: 

• Mean: Average pixel intensity value in an image. 
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• Variance: It measures the spread or variation of pixel intensities. 

 

• Standard Deviation: It indicates the level of variability or dispersion of pixel values. 

• Root Mean Square (RMS): It returns a measure of average intensity, which turns out to be quite useful 

for general interpretation of brightness and contrast. 

4.6 Classification 

After the feature extraction of GLCM features and statisticalfeatures, classification remains to be done. 

Classification can be divided into several steps: 

1. Select a Model: Select a suitable algorithm or machine learning model for that particular type of data 

that needs to be classified. 

2. Training the Model: The selected model is trained by using features that were derived from the 

dataset. 

3. Model Evaluation: Test data may be used to classify the performance of the respective model. 

4. Parameter Tuning: Tighten the model parameters to boost accuracy. 

5. Prediction: Use the learned model to make predictions on new images. 

 

 
 

 

Visual Geometry Group VGG 

The Visual Geometry Group at the University of Oxford and Google DeepMind created VGGNet CNN. 

The network design of the VGGNet, which is shown in below and is characterized by 𝟑 ×

𝟑 convolutional kernels and 𝟐 × 𝟐 pooling layers, can be deepened by employing smaller convolutional 

layers to improve feature learning. The concept of a much deeper network with much smaller filters is 

known as a VGG network. In comparison to AlexNet's eight layers, VGGNet has more layers. VGGNet-

16 and VGGNet-19 are now the two most popular VGGNet versions. In ImageNet, the VGG16 model 

achieves top-5 test accuracy of about 92.7 percent. A dataset called ImageNet has over 14 million 
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images that fall into almost 1000 types. It was also among the very well models submitted at ILSVRC-

2014. It significantly outperforms AlexNet by substituting a number of 𝟑 × 𝟑  kernel-sized filters for 

the huge kernel-sized filters. The VGG19 model (also known as VGGNet-19) has the same basic idea as 

the VGG16 model, with the exception that it supports 19 layers. The numbers "16" and "19" refer to the 

model's weight layers (convolutional layers). In comparisonVGG16, VGG19 contains three extra 

convolutional layers. 

 

 

 
 

 

 Architecture of VGG 

 

Input: The VGGNet accepts 224 × 224  pixel images as input. To maintain a consistent input size for 

the ImageNet competition, the model's developers chopped out the central 224 × 224 patch in each 

image. 

Convolutional Layers: VGG's convolutional layers use the smallest feasible receptive field, or 3 × 3, 

to record left-to-right and up-to-down movement. Additionally, 1 × 1 convolution filters are used to 

transform the input linearly. The next component is a ReLU unit, a significant advancement from 

AlexNet that shortens training time. Rectified linear unit activation function, or ReLU, is a piecewise 

linear function that, if the input is positive, outputs the input; otherwise, the output is zero. In order to 

maintain the spatial resolution after convolution, the convolution stride is kept at 1 pixel (stride is the 

number of pixel shifts over the input matrix). 

Hidden Layers: The VGG network's hidden layers all make use of ReLU. Local Response 

Normalization (LRN) is typically not used with VGG as it increases memory usage and training time. 

Furthermore, it doesn't increase overall accuracy. 

Fully Connected Layers: The VGGNet contains three layers with full connectivity. The first two levels 

each have 4096 channels, while the third layer has 1000 channels with one channel for each class. 

 

RESULT 

shows accuracy graphs comparing CNN training accuracy and validation accuracy over a series of 

epochs. The figure presents graphs comparing the loss values for different CNN classification 

algorithms. Training and validation accuracy graph: There usually is a graph showing two curves: The 

red line in the above figure shows how the training accuracy increases with more epochs. The green line 
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represents the validation accuracy, that should ideally have the same trend. but will be different if 

overfitting exists 

 

Final Output 

 

 

 
 

 

 

4. CONCLUSIONS 

We had a method that depended on image processing for the detection and classification of skin diseases. 

The method works on an analysis of the digital images of affected skin areas to indicate the type of 

disease. The approach may be simple, fast, and cheap because it uses only a camera and a computer 

without requiring expensive medical equipment. Since our model's learning path depends on whether it 

is capable of generalizing to unseen data, the precise selection of a proper loss function, such as 

categorical cross entropy and the Adam optimizer, is highly influential to our efficiency in training and 

performance improvements. This project phase, therefore, has not only deepened our understanding of 

deep learning and image processing but also enabled further development of blood group detection 

technology. 
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