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Abstract 

 

Cotton is a globally significant crop, particularly valued by the textile industry, but it remains vulnerable 

to a range of diseases from bacterial, viral, and fungal origins. Conventional disease detection 

approaches that rely on manual assessment are labor-intensive, slow, and often lack precision. To 

address this, we present a modern cloud- integrated detection and classification solution powered by 

deep learning and IoT technologies. 

 

Our methodology leverages transfer learning using pre-trained deep learning models such as VGG-16, 

VGG-19, Inception, and Xception V3. High-resolution thermal images are captured via Raspberry Pi-

equipped sensors and transmitted via the lightweight MQTT protocol to a cloud platform. These images 

are analyzed in the cloud, and the system identifies disease categories, provides diagnostic reasoning, 

and suggests mitigation strategies. The proposed solution achieves a classification accuracy of up to 

98%, making it an efficient and scalable alternative for precision farming applications. 

 

Keywords: cotton plant disease detection, deep learning, cloud computing, transfer learning, vgg-16, 

vgg-19, inception, xception v3, mqtt, raspberry pi, iot.. 

 

1. Introduction 

As a cornerstone of the textile sector, cotton cultivation significantly impacts both regional and global 

economies. Unfortunately, cotton plants are frequently affected by various pathogenic threats, including 

those of bacterial, viral, and fungal nature. These infections contribute to major losses in productivity 

and profit. Early detection and intervention are essential to maintaining sustainable farming operations. 

Traditional inspection-based detection methods, while useful, are increasingly inadequate due to their 

dependence on human expertise and the time they consume. 

In light of these limitations, our work proposes a robust solution based on cloud computing and IoT-

enabled deep learning frameworks. The system integrates well-known convolutional neural networks, 

specifically VGG-16, VGG-19, Inception, and Xception V3, utilizing transfer learning to enhance 

classification effectiveness. Real-time image capture is enabled through Raspberry Pi devices outfitted 
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with thermal sensors, and data is transmitted to the cloud using the MQTT protocol. This structure 

allows for efficient analysis and timely feedback.The deep-learning model, in the cloud, processes 

these thermal images and classifies the disease, providing detailed information such as the name of the 

disease, the cause of the disease, and preventive measures. The key contributions of this research 

include: 

 Development of a deep learning-based disease detection system using VGG-16, VGG-19, 

Inception, and Xception V3 models with transfer learning to improve classification accuracy. 

 

 Integration of IoT and cloud computing for real-time image acquisition, processing, and 

analysis using Raspberry Pi and MQTT broker for efficient data transmission. 

 

 Implementation of an automated disease classification system that provides farmers with 

disease name, cause, and preventive measures for effective disease management. 

Optimizing data processing and model training in cloud- computing resources for efficient large- scale 

agricultural datasets handling. 

With the seamless integration of cloud and artificial intelligence, the new system attains scalability with 

processing, real-time responsiveness, and high accuracy in disease classification. Utilizing state-of-the-

art transfer learning methods coupled with cloud-edge architecture makes this methodology a promising 

address for precision agriculture and sustainable crop management. This capability of timely disease 

detection with adequate reasoning behind causes and preventive measures makes this approach highly 

efficient to minimize crop losses and increase production. 

2. Related Work 

This research incorporates the latest advances in cloud computing, transfer learning, and IoT data 

acquisition into existing work in the field of plant disease detection. Considered one of the main 

classical approaches towards plant disease diagnosis was dependent upon visual inspection, often 

regarded to be subjective, time-consuming, and error-prone. Owing to the rapid advancements in AI and 

data processing over the cloud, plant disease classification has attained quite efficient and accurate 

techniques of disease diagnosis and is a boon in crops like cotton. 

Various studies [2],[3] have been made into applications of deep learning in the detection of plant 

diseases. In the process, convolutional neural networks (CNNs) [13],[14],[15] have been regarded as a 

good design for feature extraction and classification tasks; however, they require huge computational 

resources and large labeled datasets for training. Thus, transfer learning techniques are increasingly 

being adopted by researchers here. The transfer learning model includes algorithms VGG-16, VGG-19, 

Inception, and Xception V3. The models are trained on large image datasets and fine-tuned in turn to 

address the tasks of recognizing cotton plant diseases at a high level of accuracy while reducing the 

computational load. 

Due to the availability of huge data storage in the cloud and large-scale model training, plant disease 

detection systems are made more scalable and efficient with cloud computing capabilities enabling real-

time plant disease classification. Modern approaches integrated IoT-based disease detection, including 
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Raspberry Pi interfacing with the MQTT protocol for pragmatic thermal image capture and real-time 

data transmission into cloud servers for processing [1]. Inherently, these approaches facilitate smooth 

low-latency communication between edge devices and the cloud infrastructure for quick response time 

on plant health feedback provided to farmers as shown in Figure 3.1.Multi-model architecture has also 

been researched in recent studies, which combine several transfer learning models to gain better 

accuracy for classification purposes. This implies that studies have shown the fusion of models like 

Inception and Xception V3, which provide improvements in feature extraction so that discrimination 

between different diseases can be done better. There has also been progress in the field of remote 

sensing, hyperspectral imaging, and drone- based monitoring for developing large-scale automated 

systems for plant health assessment. 

 

Nevertheless, some challenges do occur in the currently used methods: high processing power, 

requirement of huge labeled datasets, and environmental fluctuations which degrade classification 

accuracy. Our work addresses some of the challenges above by setting up a cloud-based cotton plant 

disease detection system utilizing transfer learning using VGG- 16, VGG-19, Inception, and Xception 

V3. The system further offers support for fast disease classification through IoT-based real-time data 

acquisition via Raspberry Pi and MQTT while imparting knowledge regarding the causes of the disease 

and preventive measures. 

 

The research work under consideration optimizes the cloud resource utilization for precision agriculture, 

gives better classification of the disease, and provide a scalable solution for the monitoring of diseases 

among cotton plants. Based on the principle of cloud computing, transfer learning, and IoT, we propose 

a system that will promote sustainable agriculture and enhance agricultural productivity via real-time 

detection and management of disease. 

 

 

 

Figure 3.1 System Architecture 
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Proposed Plant Disease Detection System 

This research work is aimed at proposing a very efficient Cloud Computing and Deep Learning- based 

Cotton Plant Disease Detection and Classification System. The System uses VGG-16, VGG-19, 

Inception, and Xception V3 models along with Transfer Learning for very accurate disease 

identification. Moreover, we are integrating an MQTT broker with the system for data relay from any 

IoT devices such as Raspberry Pi to a real-time cloud analysis system. 

3. System Architecture 

The proposed architecture integrates IoT and deep learning within a cloud-based framework for real-

time cotton plant disease classification. Key system components include: 

Image Acquisition using IoT Devices: 

 

 These are high-resolution thermal images of the cotton leaves through cameras 

connected to Raspberry Pi. 

 The leaf images are then pre-processed and sent to a cloud platform using an MQTT 

broker. 

 In the cloud, the images are processed with the deep learning model, 

 

Cloud-Based Deep Learning Model Processing: 

 

 These thermal images have gone through preprocess: they were resized, noise has been 

removed, and contrast has been increased. 

 Transfer Learning approaches will fine-tune pre- trained models (VGG-16, VGG-19, 

Inception, and Xception V3) to extract meaningful features. 

 The system then classifies the image into different disease categories and reveals the 

category of the disease. 

Disease Prediction and Classification: 

 

 Deep learning models for classifying disease such as Aphids, army,worm, bacterial, 

mildew,healthy, leaf,target spot. 

 The model predicts the name of the disease, cause, and possible preventive measures on the 

ground. 

Cloud-Based Storage and Monitoring: 

 

 Future reference and analysis of the processed data and classification results will be 

stored on the cloud database. 

 Real-time monitoring and disease alerts to farmers through a web-based dashboard or mobile 

application. 
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MQTT-Based Communication for Real-Time Processing: 

 

 With MQTT, it becomes possible to have efficient, lightweight, and real-time 

communication between IoT devices, edge nodes, and cloud servers. 

 This ensures monitoring of the cotton crops with very low latency. 

 

Advantages of the Proposed System: 

 

 High Accuracy: the classification performance is improved through Transfer Learning. 

 Real-time Diagnosis: the IoT with MQTT integration permits fast disease identity. 

 Scalability: proposed system can analyze very large datasets. 

 Automation: reduces manual intervention and assists farmers with accurate disease 

detection. 

 

2 Proposed Cloud-Based Transfer Learning Methodology for Cotton Plant Disease Detection 

The proposed methodology for the detection and classification of diseases in cotton plants unites cloud 

computing and transfer learning techniques to provide an efficient, scalable, and accurate solution. The 

system utilizes a cloud-edge computing framework, which mainly consists of three components: edge 

devices with IoT-enabled cameras, cloud infrastructure for processing and classification, and user 

interfaces for real-time monitoring and decision support. The basic function of the system revolves 

around real-time thermal image capturing, data transmits through the MQTT protocol, extracting deep 

features from pre-trained models, and classifying diseases with the help of transfer learning techniques. 

The entire framework is to be arranged for early detection of diseases so that farmers can carry 

preventive measures to reduce crop loss. 

A. Cloud-Edge Integrated Remote Sensing Data Processing 

The edge layer of the system consists of Raspberry Pi devices fitted with high-resolution cameras that 

continuously capture thermal images of cotton plant leaves. The images are transferred to the cloud 

infrastructure through the MQTT protocol to accomplish efficient and real-time transfer of data. The 

cloud server should be seen as the central node for data storage, preprocessing, and classification. After 

receiving the images, necessary preprocessing tasks are performed on the images, which include 

reduction of noise, normalization, and augmentation to improve accurateness in detection of the disease. 

Thus, it makes sure any images will be adequately prepared for analysis with competent classification 

performance by subduing errors associated with the presence of poor- quality image data preprocessed 

images are then fed into the pre-trained deep learning models, VGG- 16, VGG-19, 

Inception, and Xception V3. The deep learning models, fine- tuned with a labeled dataset specific to 

cotton plant diseases, extract deep features from the images and classify based on disease features. This 

classification model detects the disease and indicates the possible cause and preventive measures that 

farmers should take, so as to act on this actionable intelligence to protect their crops. The back-end 

system then proceeds to pass the results to a web/mobile interface from where users can track in real-

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25026011 Volume 16, Issue 2, April-June 2025 6 

 

time the trends in disease progression. 

B. Transfer Learning Mechanism for Disease Prediction 

Transfer learning mechanism for disease prediction in this system is under efficient classification of 

cotton plant diseases by transferring the knowledge from pre-trained models. Feature extraction and 

model fine-tuning make up this approach. The feature extraction phase under this phase uses different 

pre- trained deep learning models like VGG-16, VGG-19, Inception, and Xception V3, to 

 

 

extract hierarchical features out of the input image. The fine-tuning process therefore optimizes the last 

sections of these models through the use of domain-shaped data which therefore augments the 

classification accuracy. 

This optimization process comprises tuning of various hyperparameters, such as dropout rate, learning 

rates, and activation functions, to ensure the best model performance. Evaluation is performed, using 

such metrics as precision, recall, accuracy, and F1-score, to know how effective the trained models are. 

With this robust transfer learning methodology, the system can achieve higher classification accuracies 

while it could terribly diminish computational resource expense requirements for training from the 

scratch. The other benefit of pre-trained models is better generalization: the performance of the system is 

more tolerant to varying environmental conditions. 

C. Disease Classification and Decision Support Workflow 

 

The whole process of disease detection and identification in fact follows a well-arranged structured 

workflow starting from real- time thermal image acquisition. High-quality images of cotton plant leaves 

are captured by IoT devices based on Raspberry Pi and fed to the cloud server through the MQTT 

protocol, where preprocessing methods will be applied for techniques, such as contrast enhancement, 

noise removal, and augmentation, in order to improve the robustness of classification. The next step is to 

apply transfer learning models that extract deep features and classify diseases based on the predefined 

categories. After classification, a detailed report would formulate the disease identified, a potential 

cause, and preventive measures recommended. The end- user interface provides the information 

captured in this report, ensuring that both farmers and agricultural experts can access information in real-

time. Decision support incorporates early warning and prediction, enabling intervention to minimize 

crop damage. The historical data on disease occurrences and environmental conditions will also be 

useful in detecting patterns and trends that will further enrich the strategies for agricultural disease 

management. 

3 Performance Evaluation and Experiments 

The performance of our proposed cotton plant disease detection and classification system in cloud 

computing. This system employs various deep learning models such as VGG- 16, VGG-19, Inception, 

and Xception V3 with transfer learning. An MQTT broker also facilitates the smooth transmission of 

thermal images from Raspberry Pi devices to cloud- based systems for real-time prediction of diseases. 
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A. System Implementation and Datasets 

Cotton plant disease datasets have been collected and processed from various sources to obtain high-

quality labeled data. The datasets contain pictures of healthy and diseased cotton plants, which are 

classified according to the disease type. The dataset amounts to about 20,000 pictures, each undergoing 

preprocessing to maintain uniform resolution and color normalization for better training of the model. 

The implementation of the system is in a client-server architecture in which Raspberry Pi devices take 

pictures of cotton plants and send them to a cloud system using MQTT. In the cloud, deep-learning 

models are hosted, which conduct inference and return disease predictions, causes, and preventive 

measures. The inference results are sent back to the client device for some prompt action by the farmers. 

 

B. Experimental Setup 

 

The experimental setup consists of the following: 

 

 Hardware: Raspberry Pi 4, thermal camera, and AWS EC2 GPU instance 

 Software: TensorFlow, Keras, OpenCV, Mosquitto MQTT 

 Deep Learning Models: VGG-16, VGG-19, Inception, and Xception V3 with transfer learning 

fine-tuning on dataset collection. 

C. Evaluation Metrics 

 

The evaluation of the system performance was carried out based on major metrics, such as accuracy, 

precision, recall, F1-score, and inference time. Computational efficiency and utilization of resources of 

the different models in the cloud and edge computing environments were also compared. 

D. Results and Evaluation 

1. Model Performance Comparison 

 

All the models were trained and tested on the cotton plant dataset, with their processing times and 

classification accuracies measured. The classification accuracy results are reported in Table 5.1. 
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Table 5.1 Model Performance Comparison 

 

 

From the above, Xception V3 achieved very high accuracy (95.2%) with very low inference time 

(125ms), thus making it a better real-time prediction model. 

 

 

 
Figure 5.1 Model Efficiency Analysis (FLOPs and Inference Time) 

 

Figure 5.1 Results show that the Xception V3 model yields the highest classification accuracy (95.2%) 

and lowest inference time (39.7ms). MQTT offers fast image transmission (average latency 20ms) with 

minimal packet loss. Transfer learning reduced training time by over 40%. 

2. Effectiveness of Transfer Learning 

 

Transfer learning improved the performance of models considerably; it took less time, as compared to 

training from scratch, by 40% but remained accurate enough. With the pre- trained weights from 

ImageNet, convergence and feature extraction occurred faster. 
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3. Performance Evaluation of MQTT Broker 

 

We measure the latency and reliability of the MQTT broker in terms of uploading thermal images from 

Raspberry Pi devices to the cloud. The latencies observed were 20ms on average transmission, with 

packets loss negligible, thereby facilitating real-time disease diagnosis. Overall, MQTT-based 

architecture turned out to be a cost-effective solution for agricultural IoT applications with fair 

performance even in sparse communication. 

E. Comparative Analysis with Existing Approaches 

 

Furthermore, the system was compared to the previously existing traditional machine learning 

classification methods and other approaches based on deep learning. The comparative analysis is 

summarized in Table 5.2. 

 

Table 5.2 Comparative Analysis 

 
 

This method showed an edge over the traditional methods in terms of accuracy, efficient training, and 

real-time inference capability as compared to the rest. 

F. Discussion 

 

The results indicate that deep transfer learning models, particularly Xception V3, are effective in 

classifying cotton plant diseases. One challenge faced was the misclassification between visually similar 

diseases, which could be mitigated with a larger dataset. 

The integration with cloud infrastructure proved beneficial for remote access and scalability. A 

limitation observed was the system's dependency on stable network connectivity. Nonetheless, the 

lightweight MQTT protocol mitigated this concern to a great extent. 

 

4 Conclusion and Future Work 

This research presents a high-accuracy, real-time cotton plant disease detection system integrating IoT, 

cloud computing, and deep learning. The use of transfer learning improves efficiency and reduces 

computational load. Raspberry Pi devices and MQTT facilitate real-time image transmission. Future 

extensions may include expanding the dataset, supporting more crop types, and integrating predictive 

analytics using environmental data. 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25026011 Volume 16, Issue 2, April-June 2025 10 

 

References 

 

1. Thieme, A., et al.: Using NASA Earth Observations and Google Earth Engine to Map Winter Cover 

Crop Conservation Performance in the Chesapeake Bay Watershed. Remote Sens. Environ. 248, 

111943 (2020). 

2. Dai, J., et al.: Mapping Understory Invasive Plant Species with Field and Remotely Sensed Data in 

Chitwan, Nepal. Remote Sens. Environ. 250, 112037 (2020). 

3. Feng, D., Xu, W., He, Z., Zhao, W., Yang, M.: Advances in Plant Nutrition Diagnosis Based on 

Remote Sensing and Computer Application. Neural Comput. Appl. 32(22), 16833–16842 (2020). 

4. Xie, Y., Tian, J., Zhu, X.X.: Linking Points with Labels in 3D: A Review of Point Cloud Semantic 

Segmentation. IEEE Geosci. Remote Sens. Mag. 8(4), 38–59 (2020). 

5. Li, D., et al.: PlantNet: A Dual-Function Point Cloud Segmentation Network for Multiple Plant 

Species. ISPRS J. Photogramm. Remote Sens. 184, 243–263 (2022). 

6. Qiao, Y., et al.: Point Clouds Segmentation of Rapeseed Siliques Based on Sparse-Dense Point 

Clouds Mapping. Front. Plant Sci. 14, 1188286 (2023). 

7. Bedi, P., Gole, P.: Plant Disease Detection Using Hybrid Model Based on Convolutional 

Autoencoder and Convolutional Neural Network. Artif. Intell. Agric. 5, 90–101 (2021). 

8. Nguyen, V., Sagan, V., Maimaitiyiming, M., Maimaitijiang, M., Bhadra, S., Kwasniewski, M.T.: 

Early Detection of Plant Viral Disease Using Hyperspectral Imaging Deep Learning. Sensors 21(3), 

742 (2021). 

9. Kattenborn, T., Leitloff, J., Schiefer, F., Hinz, S.: Review on Convolutional Neural Networks (CNN) 

in Vegetation Remote Sensing. ISPRS J. Photogramm. Remote Sens. 173, 24–49 (2021). 

10. Hosseiny, H., Rastiveis, H., Homayouni, S.: An Automated Framework for Plant Detection Based on 

Deep Simulated Learning from Drone Imagery. Remote Sens. 12(21), 3521 (2020). 

11. Latif, G., Alghazo, J., Maheswar, R., Vijayakumar, V., Butt, M.: Deep Learning-Based Intelligence 

Cognitive Vision Drone for Automatic Plant Diseases Identification and Spraying. 

12. J. Intell. Fuzzy Syst. 39(6), 8103–8114 (2020). 

13. Shahi, T.B., Xu, C.-Y., Neupane, A., Guo, W.: Recent Advances in Crop Disease Detection Using 

UAV and Deep Learning Techniques. Remote Sens. 15(9), 2450 (2023). 

14. Akanksha, Sharma, N., Gulati, K.: OPNN: Optimized Probabilistic Neural Network Based 

Automatic Detection of Maize Plant Disease. In: Proc. IEEE 6th Int. Conf. Inventive Computation 

Technol., pp. 1322–1328 (2021). 

15. Feng, L., Wu, B., He, Y., Zhang, C.: Hyperspectral Imaging Combined with Deep Transfer Learning 

for Rice Disease Detection. Front. Plant Sci. 12, 693521 (2021). 

16. Arshad, M.S., Rehman, U.A., Fraz, M.M.: Plant Disease Identification Using Transfer Learning. In: 

Proc. IEEE Int. Conf. Digit. Futures Transformative Technol., pp. 1–5 (2021). 

https://www.ijsat.org/

