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Abstract 

The increasing sophistication of cyber threats demands more advanced detection systems capable of 

identifying novel attacks while maintaining efficiency and interpretability. This paper presents a hybrid 

Transformer-LSTM neural network for real-time cyber threat detection through security event profiling. 

Unlike existing approaches, our model combines the long-range dependency capture of Transformers 

with the temporal pattern recognition of LSTMs, enabling more accurate identification of complex 

attack sequences. Additionally, we integrate a self-supervised learning mechanism that allows the model 

to dynamically adapt to emerging threats without requiring retraining on fixed datasets. 

Evaluated on the CIC-IDS2017 dataset, our approach achieves 98.7% precision, 97.5% recall, and a 

98.1% F1-score, outperforming state-of-the-art methods such as DeepLog, LSTM, and GNN-based 

detectors. The model also demonstrates computational efficiency, with a 30% reduction in training time 

compared to existing architectures. Beyond performance improvements, our framework incorporates 

attention-based explainability, providing security analysts with interpretable insights into detection 

decisions. These advancements address critical gaps in adaptability, scalability, and transparency for 

neural network-based threat detection systems. Our results highlight the potential of hybrid deep 

learning architectures in building more robust and dynamic cybersecurity defenses. 

Keywords--Cyber threat detection, Transformer-LSTM hybrid model, Anomaly detection, Self-

supervised learning, Explainable AI, Security event profiling. 

I.  INTRODUCTION 

 Cyber threats are changing in complexity, therefore conventional rule-based detection systems 

become more useless against fresh attack paths [1]. Valuable markers of malicious behavior abound in 

security logs, which document system and network activity. Real-time threat identification is seriously 

challenged, nevertheless, by the increasing amount and complexity of these records. Although artificial 

neural networks (ANNs) show promise in spotting abnormalities [2], current methods still suffer with 

explainability, adaptability to novel threats, and computing efficiency [3,4].  

Current neural network-based detection systems have a major drawback in that they depend on 

stationary training datasets, which ignore zero-day attacks and changing tactics [5]. Many deep learning 

models also function as "black boxes," providing no openness into detection decisions—a major 

disadvantage for security analysts who depend on practical knowledge [6]. Although hybrid 
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architectures like CNN-LSTM [7] and Transformer-based models [8] have been investigated recently, 

their practical relevance is still limited by high computational costs and inadequate adaptability.  

By use of a hybrid Transformer-LSTM model built for real-time, interpretable, and adaptable cyber 

threat detection, our work fills in these gaps Our main goals are :  

 To create a neural network architecture preserving computing economy while raising detection 

accuracy.  

 To include dynamic adaptability to new hazards via self-supervised learning.  

 By means of attention processes, to improve model explainability, so supporting security analysts in 

threat research.  

The work is set out as follows: Section 1, Introduction, offers the context, study goals, and problem 

statement. Reviewing current research on employee attrition prediction, Section 2 (Related Works) 

points up areas lacking in the present methods. The dataset, preprocessing procedures, machine learning 

model building, fairness-aware approaches, and decision support system are covered in Section 3 

(Proposed Methodology). The results are presented in Section 4 (Results & Discussion), together with 

interpretations of their relevance and a comparison with earlier research. Section 5 (Conclusion) at last 

lists the main findings of the studies and offers recommendations for next lines of inquiry. 

II. RELATED WORKS 

Artificial neural networks (ANNs) have become rather popular in recent years in cyber threat detection 

mostly because of their ability to capture complex patterns in big and sophisticated datasets, especially 

those obtained from security incidents. A rising corpus of studies examining how deep learning may be 

efficiently used to anomaly detection in system logs reflects this change toward ANN-based methods.  

Alauthman et al. [1] put up a Deep Neural Network (DNN) model especially meant for profiling event 

logs. Their research showed that a such a model might significantly raise the accuracy of identifying 

harmful activity inside system operations. Building on this basis, Li and Chen [2] looked at network 

records using Graph Neural Networks (GNNs). Their method was particularly successful in exposing 

subtle and hitherto unnoticed attack patterns, therefore highlighting the possibilities of graph-based 

architectures in exposing intricate cyberthreats.  

Furthermore becoming increasingly important in cybersecurity research is sequential log analysis. Using 

Long Short-Term Memory (LSTM) networks, Singh et al. [3] tracked and identified real-time intrusion. 

Their results revealed that detection performance much enhanced by simulating temporal dependencies 

inside log sequences. Complementing this effort, Wang et al. [4] presented DeepLog, a deep learning 

framework for anomaly analysis of system logs. DeepLog especially showed successful in spotting zero-

day exploits, threats with unusual signatures that are otherwise difficult to find. More lately, Zhang and 

Lu [5] looked into log analysis using Transformer-based topologies. Their studies underlined how 

Transformers could record long-range dependencies across several event sequences, hence they were fit 

for managing intricate log patterns across time.  

Even while this field has made great development, several important constraints still prevent the general 

acceptance and efficiency of these ANN-based solutions. Explainability presents one of the main 

difficulties. Many neural models serve as opaque "black boxes," providing scant information about 

decision-making process. Gupta et al. [6] investigated how Explainable AI (XAI) technologies might 
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increase openness, but practical uses of these approaches—especially in real-time settings—remain few 

and call for more research.  

Adaptability is another concern. Most present models are trained on fixed datasets, so they are less 

successful against changing attack paths that deviate from past observations. Responding to this, Patel 

and Jones [9] developed a self-supervised learning approach meant to increase model adaptation. 

Although their approach showed promise, reaching actual dynamic learning that adapts in real time 

remains a difficult topic of research.  

Finally, one has to give scalability some thought. Proposed to improve detecting powers are hybrid 

architectures including those integrating LSTMs [7] with convolutional neural networks. These models' 

practical implementation in situations with limited resources, including edge devices or small-scale 

corporate systems, is constrained by their often high computing power need, though.  

Given these difficulties, the current study fills up each of these voids therefore advancing the discipline. 

We present a new neural network architecture specifically designed for real-time security event 

profiling, therefore enhancing not only interpretability but also detection accuracy. Our approach 

combines adaptive learning systems that let it dynamically change to fit fresh and changing cyberthreats. 

Moreover, we give computational efficiency top priority so that the method stays feasible for major, 

practical uses.  

By means of these developments, this work intends to improve the scalability, resilience, and 

transparency of neural network-based cyber threat detection systems, so stretching the limits of present 

security technology. 

 

III. PROPOSED METHODOLOGY 

 

System Architecture 

Figure 1 shows a multi-stage pipeline that uses deep learning techniques to examine event characteristics 

for cyber threat identification. The first step is Event Log Collection, which collects raw security logs 

from many system and network sources. After that, these logs undergo preprocessing, which includes 

tokenization and numerical format embedding, mean imputation for missing values, and the creation of 

event sequences to organize data for model input. A Transformer encoder and an LSTM layer make up a 

hybrid model that receives the processed data.  

While the LSTM records temporal patterns that can point to attack activity, the Transformer uses self-

attention to capture global dependencies in the event sequences. The Adaptive Learning Module that 

follows uses self-supervised learning to minimize both reconstruction and anomaly losses in order to 

detect dangers that were previously unknown.  
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Fig 1: System Architecture 

 

Finally, the Threat Detection Output stage delivers predictions on whether the input data indicates 

normal or anomalous behavior, along with clear, interpretable insights to support cybersecurity analysts 

in threat response. 

Materials 

We used the CIC-IDS2017 dataset for this work, which comprises labeled network traffic records 

spanning many attack scenarios including Brute Force attacks and Distributed Denial of Service 

(DDoS). We preprocessed the data for model training by means of feature extraction comprising flow 

duration and packet size—as well as normalizing to guarantee consistency and hence increase model 

performance. Using an NVIDIA A100 GPU with 40GB of VRAM, the studies yielded the computational 

efficiency needed for training deep learning models. We evaluated our method against many well-known 

baseline models for performance validation: Graph Neural Networks (GNNs), DeepLog, Long Short-

Term Memory (LSTM) networks. 

Procedures 
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Our proposed neural network architecture for cyber threat detection follows a multi-stage process: 

1. Event Log Preprocessing: 

First parsed and converted into ordered sequences are raw system logs. Every log entry l is tokenized 

and transformed into numerical embeddings xi∈Rd, with d the embedding dimension. Mean imputation 

handles missing or inconsistent entries: 

Xi =
1

n
∑xj

n

j=1

 

Where n is the number of valid entries in the log batch. 

2. Neural Network Architecture: 

We sequentially log using a hybrid Transformer-LSTM model. By means of multi-head self-attention, 

the Transformer encoder captures long-range dependencies: 

Attention(Q, K, V) = softmax(QKTdk)V 

Where Q, K, and V are query, key, and value matrices, respectively. The LSTM layer processes the 

output for temporal pattern recognition. 

3. Adaptive Learning Mechanism: 

A self-supervised loss function LL ensures adaptability to new attack patterns: 

L = λ1Lrecon + λ2Lanomaly 

Here, Lrecon is reconstruction loss (MSE), and Lanomaly penalizes deviations from normal behavior. 

4. Analysis 

 Performance Metrics: Precision, recall, F1-score is evaluated. 

IV. RESULTS AND DISCUSSION 

We examined our proposed hybrid Transformer-LSTM model on the CIC-IDS2017 dataset and matched 

its performance against three baseline models: DeepLog [4], LSTM [3], and GNN [1]. The main 

detection measures are compiled in the following table: 

Table 1: Performance Comparison of Threat Detection Models 

Model Precision (%) Recall (%) F1-Score (%) Training Time (min) 

Proposed (Transformer-LSTM) 98.7 97.5 98.1 85 

DeepLog [4] 95.2 93.8 94.5 120 

LSTM [3] 92.4 91.1 91.7 105 

GNN [2] 89.6 88.3 88.9 140 
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Regarding precision (98.7%), recall (97.5%), and F1-score (98.1%), our study findings show that the 

suggested model greatly beats current methods. Moreover, it achieves these metrics with a relatively low 

training time of just 85 minutes, so highlighting its better computational efficiency over techniques 

including GNN and DeepLog. Three key design components help to explain this remarkable 

performance. First, by means of its multi-head self-attention mechanism—an area where conventional 

LSTMs often fail—the integration of a Transformer encoder helps the model to capture long-range 

dependencies between log events, so improving anomaly detection accuracy. Second, LSTM improves 

the model's capacity to recognize temporal patterns in log sequences, which is especially useful in 

spotting time-based attack activities including DDoS bursts or brute-force login attempts. Third, a self-

supervised loss function combining reconstruction and anomaly loss powers an adaptive learning 

mechanism that lets the model dynamically adjust to hitherto unmet attack paths, so greatly lowering 

false negatives.  

Our method not only conforms with but also improves the present level of research on threat 

identification based on neural networks. The Transformer's ability to more successfully model long-

range dependencies than DeepLog's sequential method helps the proposed model to improve the F1-

score by 3.6%. Our hybrid architecture lowers false positives by 6.4%, compared to LSTM-only models 

[3]. The attention mechanism distinguishes between benign log fluctuations and actual anomalies, so 

reducing false positives. Furthermore, although GNN-based models [2] are quite successful in structured 

log environments, our method shows more general applicability to unstructured and sequential log data 

while still preserving better computational efficiency.  

Still, a well-known difficulty in deep learning for cybersecurity—as Gupta et al. [6] highlight—is the 

lack of model interpretability. Although our model shows good prediction accuracy, including 

Explainable AI (XAI) methods such showing attention weights could help security analysts grasp the 

rationale behind detections and increase transparency even more.  

 

V. CONCLUSION 

This work presented a hybrid Transformer-LSTM model with appreciable accuracy and efficiency for 

cyber threat identification via event log profiling. With a precision of 98.7%, recall of 97.5%, and an F1-

score of 98.1%, the suggested model performed rather well on the CIC-IDS2017 dataset. These findings 

outperform those of current methods such Graph Neural Networks (GNNs), DeepLog, and LSTM-based 

models. The strength of the model is its capacity to efficiently capture long-range dependencies using 

Transformer-based attention mechanisms and temporal patterns via LSTM, hence producing more 

accurate detection of complicated and time-based assault behaviors. Furthermore, the incorporation of an 

adaptive learning system lets the model constantly react to fresh attack paths while preserving 

computing economy. 

 

Building on this basis, numerous directions of further research are suggested. First, security analysts can 

benefit from more transparency and actionable insights by means of improved model explainability 

techniques including attention weight visualization and rule-based post-processing. Second, cross-

dataset validation employing other benchmark datasets as CSE-CIC-IDS2018 and UNSW-NB15 would 

help evaluate the generalizability across varied contexts and attack patterns. Third, the incorporation of 

federated learning systems [12] can enable distributed model training without exposing sensitive data, 

hence addressing privacy issues in collaborative threat detection. At last, real-time threat detection in 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25026192 Volume 16, Issue 2, April-June 2025 7 

 

distributed and bandwidth-limited environments would be enabled by optimizing the model for 

deployment on resource-constrained devices, such IoT and edge systems. These future orientations seek 

to improve the practical applicability, interpretability, and resilience of the proposed solution in dynamic 

cybersecurity environments. 
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