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Abstract: 

Explainable AI (XAI) has become an essential area within artificial intelligence, focusing on the 

necessity for clarity and comprehensibility in complex machine learning approaches. As artificial 

intelligence (AI) platforms continue to expand into major industries like medical banking, 

comprehending their decision-making procedures is vital for fostering credibility and maintaining 

ethical utilization. This Study mainly focuses on significant XAI methods: LIME (Local Interpretable 

Model-agnostic Explanations) and SHAP (SHapley Additive exPlanations), focusing on their 

procedures, benefits and software. This study analyses the challenges encountered by such approaches 

in mobile instances. We recommend methods to balance trade-offs between disclosure and effectiveness, 

including lightweight approximating methods, model trimming, and selecting on-device versus cloud-

based preparation. The instances related to medical diagnostics and identifying fraud to demonstrate 

the real-world use of LIME and SHAP, highlighting their effectiveness in delivering interpretable 

insights. The future of XAI encompasses advancements in both hardware and software, the inclusion 

of ethical frameworks, and the potential of hybrid models to improve interpretability while handling 

current limitations. The findings highlight the necessity of choosing suitable XAI techniques tailored to 

particular contexts to enhance user trust and engagement in AI applications. 
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I. INTRODUCTION 

Artificial intelligence (AI) has been incorporated into smartphone apps, which has resulted in a dramatic 

transformation of the technological environment and an improvement in user experiences. This improvement 

has been achieved through the implementation of sophisticated features such as natural language processing, 

predictive analytics, and personalised suggestions. The incorporation of artificial intelligence into mobile 

environments is leading to an increase in the demand for explainable artificial intelligence (XAI) . The 

Artificial Intelligence (AI) approaches and processes that help people understand how AI algorithms give 

judgements are highlighted by XAI in order to increase clarity and trust in the operations of the system. The 

interaction between users and mobile applications is often quick and uncomplicated, which is why this is 

particularly important. Explainability is an extremely important concept in the field of artificial intelligence for 

a number of different reasons. At the outset, the trust of customers is necessary for the implementation of AI 

technology [1]. 

 

Applications that provide users with accurate information on the decision-making process are more likely to 

be utilised in potentially sensitive domains such as the corporate world and the medical field. Additionally, 

regulatory agencies are increasingly demanding transparency in the decision-making processes that are carried 

out by automated systems [2]. 

 

In accordance with the General Data Protection Regulation (GDPR) of the European Union, individuals who 

are impacted by the choices that are made by algorithms have the right to ask about the rationale behind the 

decisions that are made. Clarity enables researchers to uncover biases and defects in the methodologies, which 
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makes it simpler for them to debug and improve artificial intelligence models one such overall framework is 

shown in the fig1 [3].  

Researchers are able to identify these biases and errors through the usage of Clarity. Despite this, there are a 

number of obstacles that must be overcome in order to successfully use XAI programs in mobile environments. 

There is a chance that the low processing capability and battery life of mobile phones might be a barrier to the 

development of complicated comprehensibility frameworks.  

 

This is a possibility. In order to meet this constraint, it is necessary to strike a careful balance between the 

distribution of information that is pertinent to the circumstances and the preservation of the program's 

efficiency [4]. 

 
Fig 1. Schematic diagram of XAI incorporating semantic technologies [5]. 

 

II. BACKGROUND AND RELATED WORK 

Explainable AI (XAI) encompasses strategies and techniques focused on rendering the approach of decision-

making of artificial intelligence systems, transparent and understandable to users. Such a framework is 

especially crucial in terms of mobile contexts, where applications increasingly incorporate intricate machine 

learning algorithms that very frequently function as "black boxes." Consumers interact with AI-driven 

functionalities instantaneously, wanting a clear grasp of the decision-making procedure it follows [6]. The 

capacity to explain AI behavior increases users' trust and conforms to ethical principles which require justice, 

accountability, and openness in AI implementation. As smartphone applications grow critical to daily life, it 

is important to ensure that consumers comprehend the fundamental values of AI systems enabling appropriate 

technological utilization [4]. 

 

Numerous XAI strategies have developed in the past few years, all providing distinct methods for clarifying 

model predictions. Notable examples are LIME (Local Interpretable Model-agnostic Explanations) as well as 

SHAP (SHapley Additive exPlanations) [6]. LIME operates by localized approximation intricate algorithms 

with more accessible ones around certain forecasts, enabling consumers to understand the determinants of 

those results. In contrast, SHAP utilizes cooperative game theory to allocate a significance score towards 

every characteristic according depending on its influence towards the forecast. Both strategies have acquired 

prominence in many fields, such as medicine and financial markets, according to their efficacy in delivering 

actionable insights about model behavior. Nonetheless, its use in mobile environments is restricted and 

requires more investigation [6]. 

 

The SHAP value is calculated by the following mathematical expression: 

f(x) = base value + ∑SHAPi 

where: 

f(x) – model’s prediction 

base value is expected prediction across individual instances 

SHAPi is contribution of characteristic i in prediction 
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Implementing XAI in mobile phone contexts has some substantial challenges. A significant challenge is the 

resources constraints; cell phones frequently exhibit poorer CPU performance, storage space, and longevity 

of batteries compared to standard processing platforms. Such constraints can hinder the application of 

resource-intensive comprehension methods [3]. Furthermore, the necessity for real-time operations in mobile 

applications demands efficient methodologies that can provide explanations swiftly without significant delays 

that might hinder user experience. The diversity of hardware requirements in mobile devices obstructs the 

development of standardized XAI solutions. Techniques that are successful on one device may not operate 

efficiently on another due to differences in processing power and memory capacity [7] [8].  

XAI methodologies may be classified into two principal categories: model-specific and model-agnostic 

techniques. Model-specific techniques are developed for certain algorithms and utilize their own frameworks 

to produce interpretations. For example, Decision tree structures innately provide the comprehension 

according to its simple form, enabling consumers to simply follow choice operations [5].  

 

Conversely, model-agnostic procedures may be uniformly used throughout several models, irrespective of 

their design. LIME and SHAP belong to this group, offering versatility in their implementation across many 

AI systems. The extensive usability renders model-agnostic techniques especially advantageous in mobile 

settings wherein several algorithms might be utilized [9]. 

 

Even though XAI possesses considerable capability for enhancing consumer confidence as well as 

understanding of smartphone apps, it encounters severe obstacles concerning resource constraints and real-

time processing demands. An in-depth analysis of current methodologies and their relevance in mobile 

environments is essential for the progression of explainable AI. By tackling these problems and utilizing either 

model-specific or model-agnostic approaches, developers may construct simpler AI systems that fulfil user 

requirements in mobile contexts [8]. 

 

III. COMPARING AND CONTRASTING LIME WITH SHAP 

Both LIME (Local Interpretable Model-agnostic Explanations) and SHAP (SHapley Additive exPlanations) 

are well-known methods in the area of explicable AI; they provide different approaches, advantages, and uses.  

Using LIME, you may build discrete substitute frameworks to simulate the operation of sophisticated models 

given certain predictions [10]. 

 

To train an interpretable model (usually a linear model) that approximates the complicated model's predictions 

in that particular region, it perturbs the input data to produce a dataset of perturbed instances. This enables 

LIME to provide explanations that emphasize how different traits contribute to a particular prediction. 

One major advantage of LIME is its versatility; it works with many types of computational models, include 

regression, decision tree structure, and also deep learning frameworks [6]. 

 

SHAP, in contrast, is based upon the theory of collaborative games and provides a uniform assessment of 

characteristic worth using Shapley attributes. By considering all potential combinations of features and how 

it affects the outcomes of the model, we can calculate the impact of every feature. Through this process, we 

can be certain that SHAP provides equal and impartial connections for all models. One of the many possible 

applications of SHAP is with gradient boost mechanisms such as XG-Boost, as well as random forest and 

advanced deep learning frameworks [4]. 

 

There are pros and cons to any strategy. Although LIME is beneficial in terms of computing local 

clarifications, it may produce unreliable outcomes due to its reliance on local estimations. This variation could 

be problematic in cases when uniformity is paramount. Despite offering more uniform and logically sound 

rationales, SHAP appears more technologically costly, particularly for calculating Shapley parameters for 

high-dimensional information.  
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The approach used by LIME makes it ideal for scenarios where quick measurements are needed but where 

computation capacity is not an issue. It is most effective with simpler models, such as decision forests and 

linear regression techniques, but it could be employed alongside highly complex ones, such as neural 

networks, but only under specific conditions [11]. 

 

A. Limited Use Cases for LIME 

One possible use case for customized recommendations-LIME in e-commerce systems is to describe 

recommendations for goods generated by shared filtering methods. For example, User's browsing history, 

LIME can evaluate the presence of previous encounters having a substantial influence on current item 

suggestions. Due to this transparency, user happiness and trust might increase. 

Virtual Assistants: LIME can help understanding how few requests gives rise to specific behaviors in virtual 

assistants like Alexa, Siri and Google assistant [12] [6].  

 

Whenever an individual asks for climate info, LIME will recognize which parts of their past encounters 

affected the assistant's response. Machine learning algorithms are commonly utilized by financial institutions 

for the purpose of credit monitoring.  

 

According to criteria such as revenue and past credit utilization, participants may employ LIME to analyses 

the rationale behind a particular applicant's rejection of loan. This information helps with fair loan procedures 

[10]. 

 

Diagnosis in Medicine: LIME may shed light on the ways in which likely patient characteristics influence 

medical predictions in healthcare prediction systems. For example, LIME may demonstrate the relative 

importance for individual variables such as age, cholesterol levels, and body mass index (BMI) within an AI 

frameworks diabetes risk forecast [13] [6]. 

 

B. Mobile Enhancement of Resource Constraints 

There are a variety of strategies that programmers may employ to make LIME work better in mobile 

environments with limited resources like RAM and CPU: 

Focus on a selection of relevant features instead of affecting each of them, employing characteristic relevance 

values or prior data for reducing disturbance size [14]. 

Using simple, less resource-demanding substitute algorithms to simulate complicated behavioral aspects with 

a reasonable degree of accuracy; will make the algorithm approach streamlined overall. 

Computing in batch: To reduce expenses, incorporating sequential processing approaches which can justify 

multiple forecasts at once [3]. 

 

C. Shape: Ideal Matches and Practical Applications 

Because of its approach, SHAP may give thorough information on feature distributions throughout an array 

of framework types. Its potential to offer local as well as global accessibility makes it particularly valuable in 

sectors where stakes are high [5]. 

 

D. Specific Applications of SHAP 

Theft Identification: SHAP can be utilized by the banking industry to elucidate the forecasts produced by 

intricate models like as XG-Boost and gradient boost framework, which identify trades that may be illegal. 

By analyzing characteristic impacts for reported transactions—including the worth of the transaction, 

demographic, and individual behavior—SHAP helps forecasters understand the reasons underlying flags and 

effectively prioritize examinations [14]. 

 

Mobile healthcare apps that use deep learning algorithms for predicting medical hazards (such as coronary 

artery disease) might benefit from SHAP's perspectives upon the ways that various healthcare measurements 
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(such as levels of cholesterol and arterial pressure) impact risk estimates. In order to make educated 

judgements about medical treatments or lifestyle alterations, both people and medical providers require this 

information [13]. 

 

Machine learning algorithms are commonly employed by businesses to forecast customer turnover by 

analyzing past interactions with the company.  

 

The addition of SHAP scores to these models allows businesses to pinpoint the essential aspects in make 

predictions, like the amount of product utilization or consumer assistance contacts (which is comparable to 

random forests). Because of this, customized retention strategies may be put into action. When it comes to 

machine vision duties using convolution neural networks (CNNs), SHAP has demonstrated the regions of a 

picture that significantly impact categorization decisions. When using convolutional neural networks (CNNs) 

to classify magnetic resonance imaging (MRI) or computed tomography (X-ray) images as normal or 

diseased, SHAP can help radiologists understand which characteristics provide specific diagnostic outcomes 

[14]. 

 

E. Optimizations for Mobile Resource Constraints 

To lessen the processing load associated with SHAP on mobile phones and tablets: 

• Estimation Methods: Use estimate methods that minimize the amount of Shapley value computations 

required while preserving a respectable degree of correctness. 

• Characteristic Selection: Sort characteristic selection methods according to their significance or 

applicability to reduce the volume of characteristics taken into account in computations. 

• Model Simplification: Instead of relying upon intricate designs, incorporate ensemble approaches which 

consist of multiple weaker frameworks or, if possible, simpler algorithms [8]. 

 

F. SHAP vs. LIME in Mobile Settings 

Several important considerations need to be made when comparing LIME with SHAP in mobile situations, 

like comprehension, preciseness, computing efficiency, and applicability for numerous framework types. 

Computational Efficiency 

Because of its local approximation methodology, LIME often provides higher computational efficiency; it 

produces explanations rapidly by concentrating on specific occurrences rather than necessitating lengthy 

computations across every potential feature combination [4].  

 

Because of this, it is perfect for applications that require quick feedback, such as voice commands or 

personalized suggestions, where consumers anticipate prompt replies.  

On the contrary, the correcting computation of Shapley scores implementing SHAP often leads to much higher 

computational needs. Even though offers explanations that are highly consistent among frameworks and 

circumstances, performance is sacrificed, making it less appropriate for real-time deployment on gadgets with 

less computational capability [4]. 

 

Accuracy and comprehension 

In terms of accuracy, SHAP usually performs better than LIME due to its theoretical grounding which 

incorporates cooperative game theory; providing more dependable characteristics and significance scores 

throughout diverse instances. In high-stakes use cases such as fraud detection or medical diagnosis, where it 

is essential to accurately examine feature contributions, this consistency is vital. 

 

LIME's interpretability, however, excels in situations that call for rapid insights into specific predictions 

without needing a lot of computation—a big benefit when user experience depends on prompt response. 

Regarding model suitability: 
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LIME, works exceptionally well with lightweight models such as linear regressions or decision trees but can 

also be adapted for more complex neural networks with some limitations. SHAP, however, performs better 

with complicated frameworks such as gradient boosting machines (XG-Boost) else deep learning architectures 

because of its capability to address intricate characteristics interactions effectively [5] [4]. 

 

IV. CHALLENGES IN TERMS OF MOBILE ENVIRONMENTS 

Employment of explainable AI (XAI) in mobile apps faces difficulties, chief among them being capacity 

limitations. Among such limitations are: 

Generally speaking, mobile gadgets run on CPUs which are far less potent than ones utilized on desktop or 

server settings. With mobile apps, especially those that depend on constant information preparation, battery 

longevity is an essential challenge [13] [14].  

 

The processing capabilities required by numerous AI algorithms may quickly drain a device's battery. 

Programs which monitor critical indications, like as wellness tracking infrastructure, need to function well to 

prevent quickly depleting the device's battery. Consumers could be deterred from using an application 

regularly if it uses large amounts of power because of complex calculations [5]. 

 

The memory capacity of mobile gadgets is lower than that of conventional computer systems. The number 

and sophistication of the algorithms that may be used are impacted by this limitation. Models that use a lot of 

space for execution and caching might cause software failures or slowdowns. To accommodate such capacity 

constraints and yet yield useful information, programmers need to optimize their models [1]. 

 

To give consumers instant response, many mobile programs require immediate computing capacity. For 

example, navigation applications must be able to evaluate geographic data rapidly and provide lag-free route 

recommendations. Technologies that use speech distinction should additionally comprehend commands and 

react quickly. Such real-time requirements, which often lead to high computational costs which could affect 

execution, hamper the incorporation of XAI platforms [9] [13]. 

 

V. TECHNIQUES FOR HANDLING TRADE-OFFS 

Several tactics may be used to successfully strike a balance among efficiency and accessibility trade-offs in 

mobile contexts: 

A. Algorithms for Lightweight Approximations 

One useful tactic is to use lightweight approximation techniques for interpretability. For instance, LIME 

provides rapid insights without requiring a lot of computer power by producing local estimations around 

specific forecasts. To improve computing capability and yet deduce insightful clarification, programmers 

might simplify a substitute framework and focus on a small set of characteristics [9]. 

 

B. Model Quantisation and Pruning 

Model pruning is the process of reducing a machine learning model's size and complexity without appreciably 

compromising accuracy by eliminating less crucial elements. 

This technique performs effectively in mobile environments with limited memory and processing power. By 

reducing the size of the models, developers can ensure that they work well and yet provide useful explanations 

before deploying them on mobile devices [10] [14]. 

Quantization is an additional optimization technique that converts high-precision weights in neural networks 

into lower-precision formats (e.g., 8-bit integers from 32-bit floating-point). This reduces the framework 

memory footprint and speeds up inference timing, making it highly suitable for mobile gadgets. By combining 

quantization with an XAI framework such as SHAP or LIME, developers might compromise comprehension 

as well as model performance [13]. 
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VI. FUTURE ASPECTS AND CONCLUSION 

Even though they have pros, LIME and SHAP are both bad for mobile use, when working with large amounts 

of data or complicated models, both techniques take a long time to compute [7].  

 

The local approximations in LIME may give different results in similar situations because they depend on 

perturbation techniques. In the future, hardware and software improvements like better processors made just 

for AI apps could make XAI methods like SHAP and LIME more useful in mobile settings.  

As an example: Edge computing lets more complicated calculations be done closer to the user's gadget without 

slowing it down. By making new methods that are naturally more efficient, it might be possible to save 

resources without making them harder to understand [3] [4].  

 

New methods, such as hybrid XAI models, might be able to fix the transparency-performance problem by 

combining the good points of both the LIME and SHAP approaches into a single structure that gives short but 

correct answers that work in some situations. When needed, these mixed models can use local assumptions 

and do a good job of showing how global features interact with each other [4]. 

 

When using explainable AI algorithms on mobile devices, it's important to find a balance between speed limits 

and openness. Because of problems like limited computing power, battery life, memory, and the need for real-

time processing, optimization strategies like lightweight algorithms, model pruning, quantization, and 

choosing the right processing between on-device and cloud solutions need to be carefully thought through 

[12]. 

 

The case studies use specific use cases to show off the features of both LIME and SHAP and show how they 

can be used effectively in different situations. In order to choose the best XAI approach, you need to know 

how complicated the base model is and what mobile users want. 

 In the end, optimizing XAI methods can have a big effect on how engaged and confident users are in mobile 

apps, as long as they follow ethical standards for AI openness.  

In conclusion, either LIME and SHAP are useful tools for explicable artificial intelligence in mobile 

environments, nevertheless their roles change depending on the application in question. Even though it uses 

more resources, SHAP works well with complicated models that need to be very accurate and give a lot of 

information, like health surveillance and identifying fraud [12].  

 

On the contrary, LIME performs more efficiently with simple models which only need to get fast estimation, 

like AI assistants or tailored recommendations. When developers know about such distinctions, they can pick 

the method that works best for their specific mobile application instance. 

 

REFERENCES: 

 

[1]  S. K. M. S. H. M. S. &. A. K. Ahmed, "A comparative analysis of lime and shap interpreters with 

explainable ml-based diabetes predictions," IEEE Access, 2024.  

[2]  B. A. F. J. N. Z. &. H. M. Aldughayfiq, "Explainable AI for retinoblastoma diagnosis: interpreting deep 

learning models with LIME and SHAP," Diagnostics,, vol. 13, no. 11, p. 1932, 2023.  

[3]  D. S. P. &. S. C. Gaspar, " Explainable AI for Intrusion Detection Systems: LIME and SHAP 

Applicability on Multi-Layer Perceptron," IEEE Access, 2024.  

[4]  J. &. S. K. R. Gupta, "A Comparative Study and Systematic Analysis of XAI Models and their 

Applications in Healthcare," Archives of Computational Methods in Engineering, pp. 1-26., 2024.  

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 
E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25036779 Volume 16, Issue 3, July- September 2025 8 

 

[5]  M. Hasan, "Understanding Model Predictions: A Comparative Analysis of SHAP and LIME on Various 

ML Algorithms," Journal of Scientific and Technological Research, vol. 5, no. 

10.59738/jstr.v5i1.23(17-26).eaqr5800. , pp. 17-26, 2024.  

[6]  A. M. R. Z. G. I. B. R. P. P. S. E. L. K. &. M. G. Salih, "A perspective on explainable artificial 

intelligence methods: SHAP and LIME," Advanced Intelligent Systems, no. 2400304, 2024.  

[7]  H. &. B. P. Baniecki, " Adversarial attacks and defenses in explainable artificial intelligence: A survey," 

Information Fusion, no. 102303, 2024.  

[8]  P. L. K. M. H. A. B. D. &. H. M. M. C. Bommer, "Finding the right XAI method—a guide for the 

evaluation and ranking of explainable AI methods in climate science," Artificial Intelligence for the 

Earth Systems, vol. 3, no. 3, p. e230074, 2024.  

[9]  L. B. M. C. F. C. J. C. R. D. S. J. .. &. S. S. Longo, " Explainable Artificial Intelligence (XAI) 2.0: A 

manifesto of open challenges and interdisciplinary research directions," Information Fusion, vol. 106, 

no. 102301, 2024.  

[10]  J. &. K. A. Černevičienė, "Explainable artificial intelligence (XAI) in finance: a systematic literature 

review," Artificial Intelligence Review, vol. 57, no. 8, p. 216, 2024.  

[11]  M. E. &. V. V. M. Herland, "Comprehensive Review of Explainable AI Techniques and Their 

Applications," 2024.  

[12]  D. M. A. K. O. K. S. B. K. &. K. P. Mane, "Unlocking machine learning model decisions: A comparative 

analysis of LIME and SHAP for enhanced interpretability," Journal of Electrical Systems, vol. 20, no. 

2s, pp. 1252-1267, 2024.  

[13]  E. &. E. K. (. Rajabi, "Knowledge-graph-based explainable AI: A systematic review," Journal of 

Information Science, vol. 50, no. 4, pp. 1019-1029, 2024.  

[14]  M. L. Z. A. &. Z. P. Zhang, "A secure and privacy-preserving word vector training scheme based on 

functional encryption with inner-product predicates," Computer Standards & Interfaces, vol. 86, p. 

103734, 2023.  

 

 

 

 

 

https://www.ijsat.org/

