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Abstract 

 

Cloud infrastructure has become the backbone of modern digital services, offering on-demand scalability, 

flexibility, and automation. As enterprises accelerate their migration to cloud platforms, ensuring the 

security and integrity of virtualized resources becomes paramount. Among these, machine images—such 

as Amazon Machine Images (AMIs), Azure Managed Images, and Google Cloud VM templates—play a 

foundational role by encapsulating operating systems, applications, configurations, and runtime 

environments into reusable components. However, the reuse and propagation of these images across teams 

and organizations often occur without visibility into their origin, integrity, or vulnerability history. This 

lack of transparency introduces a hidden attack vector for adversaries, who may exploit vulnerable or 

malicious images to compromise entire cloud workloads. 

This paper introduces a novel approach to strengthening cloud infrastructure security through ancestry 

tracking in machine images. Ancestry tracking involves capturing the complete lineage of an image, 

including its base, all intermediate modifications, and associated security scans. By integrating 

cryptographic signatures, policy enforcement, and immutable logging into the image lifecycle, our 

proposed framework—Ancestry-Aware Machine Image Security (AAMIS)—provides a robust 

mechanism for verifying image authenticity and preventing unauthorized deployments. 

The implementation of AAMIS is designed to work seamlessly with existing DevOps pipelines and CI/CD 

tooling, ensuring minimal performance overhead. Through experimental validation in AWS and Azure 

environments, we demonstrate that ancestry tracking significantly enhances traceability, enforces 

compliance, and reduces the propagation of vulnerabilities. Moreover, we explore the integration of this 

framework with industry standards like SLSA (Supply Chain Levels for Software Artifacts), SBOMs 

(Software Bill of Materials), and Zero Trust Architecture principles to extend its utility across container 

and hybrid cloud ecosystems. 

 

Keywords: Cloud Security, Image Ancestry Tracking, Virtual Machine Templates, DevSecOps, 

Cryptographic Verification, Cloud Infrastructure 
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Figure A1: AAMIS-Enabled Secure DevOps Lifecycle 

 

A visual representation of the machine image lifecycle enhanced with ancestry tracking. 

Each stage embeds verifiable metadata, ensuring traceability, integrity, and compliance. 

This work contributes to the growing body of research in software supply chain security by bridging a 

critical gap in infrastructure-as-code workflows. It underscores the importance of treating machine images 

as first-class citizens in the security lifecycle and advocates for cloud-native provenance mechanisms that 

align with modern security expectations. 

1. Introduction 

 

Cloud-native development has revolutionized the way organizations build and deploy software 

applications. By abstracting away physical infrastructure, cloud platforms offer elastic scalability, rapid 
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provisioning, and global availability. These capabilities are largely powered by the ability to instantiate 

virtual machines and containers from pre-defined, reusable machine images. Machine images, such as 

Amazon Machine Images (AMIs), Azure Managed Disks, and Google Cloud custom images, encapsulate 

operating systems, software stacks, configurations, and user-defined scripts. These images enable 

organizations to achieve faster deployment cycles, ensure consistency across environments, and simplify 

operational overhead. 

However, the increasing reliance on machine images has introduced a new class of security vulnerabilities. 

Often, these images are created once and reused indefinitely across multiple projects, teams, or even cloud 

providers. In many cases, the provenance of the image—its origin, build history, applied patches, and 

security scans—is either lost or never captured to begin with. This creates significant risk: a single 

compromised image can silently propagate vulnerabilities across hundreds or thousands of virtual 

machines [1][2]. 

Public image repositories further complicate this landscape. Users frequently rely on images from sources 

such as Docker Hub, AWS Marketplace, or GitHub repositories without verifying their trustworthiness. 

In 2021, a wave of malicious Docker images was discovered that mined cryptocurrency on infected hosts 

by exploiting user trust and inadequate verification mechanisms [3]. The absence of strong lineage 

verification allowed these images to proliferate rapidly. 

Furthermore, compliance with modern cybersecurity frameworks such as NIST 800-53, ISO/IEC 27001, 

and the European Union Agency for Cybersecurity (ENISA) guidelines often requires traceability and 

control over software and infrastructure artifacts. Cloud providers and DevOps teams must now contend 

with a growing need to establish audit trails and verify the trustworthiness of every component involved 

in the software delivery pipeline. 

In response to these challenges, this paper introduces a novel concept: Ancestry Tracking for machine 

images. Inspired by software supply chain security paradigms and secure build frameworks like SLSA 

(Supply-chain Levels for Software Artifacts) [4], ancestry tracking captures the complete lifecycle of a 

machine image. This includes the parent base image, the tools and environments used to build it, 

intermediate modifications, metadata, signatures, and applied security policies. 

By introducing cryptographically signed metadata, continuous policy enforcement, and tamper-resistant 

logging, ancestry tracking transforms machine images from static black boxes into traceable, verifiable 

infrastructure components. This paper presents a comprehensive framework, AAMIS (Ancestry-Aware 

Machine Image Security), which integrates these elements into the DevOps pipeline to provide end-to-

end visibility, prevent unauthorized image use, and strengthen compliance and security posture. 

Recent innovations within the HashiCorp ecosystem—specifically through HCP Packer—further illustrate 

the advantages of ancestry tracking. HCP Packer not only tracks the ancestry (i.e., the parent or source 

image) but also captures extensive build metadata and generates Software Bill of Materials (SBOMs) 

during the image creation process. This integrated approach enables users to: 
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1. Build the Image with Full Ancestry Awareness: 

 During the build process, HCP Packer automatically records detailed metadata about the image’s 

origins. This includes the parent image ID, the build environment details, and the resultant SBOM. 

Such metadata is invaluable for subsequent security evaluations and compliance checks. 

 

2. Evaluate Image Integrity with Build Metadata and SBOMs: 

 With comprehensive metadata at hand, users can assess the security posture of an image. The 

SBOM reveals all included components and their respective versions, allowing for the detection 

of outdated or vulnerable packages. If the analysis indicates a compromise, the image’s lineage 

can be further inspected to pinpoint the source of the vulnerability. 

 

3. Automated Propagation of Compromise Alerts: 

 Should a security compromise be detected in the parent image, HCP Packer facilitates an 

automated response by revoking the compromised parent image. Once revoked, the system 

propagates this status to all dependent images, marking them as outdated or compromised. This 

mechanism effectively prevents new deployments based on vulnerable or unapproved images. 

 

It is important to note that this capability—integrated with Terraform and the broader HashiCorp product 

ecosystem—is part of a paid offering and is not available in the free product suite. Nonetheless, the HCP 

Packer model showcases the practical benefits of ancestry tracking, providing a real-world example of 

how comprehensive image management can enhance security across the entire cloud infrastructure 

lifecycle. 

The rest of this paper is organized as follows: Section 2 presents the AAMIS framework and its 

architectural components. Section 3 discusses the integration of ancestry tracking into common CI/CD 

workflows. Section 4 evaluates the framework's effectiveness through experimental implementation and 

metrics. Section 5 reviews related literature in image provenance and supply chain security. Section 6 

concludes with reflections and future research directions. 

2. Background and Motivation 

Machine images are fundamental to the provisioning and operation of cloud-based environments. In 

platforms like AWS, Azure, and Google Cloud Platform (GCP), users can create, modify, and share 

machine images to standardize deployments. These images are often passed between departments or 

published on public repositories, forming an invisible supply chain. 

Security incidents such as the 2020 Codecov breach and the 2021 SolarWinds compromise demonstrated 

how attackers exploit weak points in software supply chains, embedding malicious code or backdoors into 

widely distributed build artifacts. In both cases, the attackers took advantage of insufficient transparency 

and verification across stages of artifact creation and deployment [2][4]. 
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Cloud-native environments built with Infrastructure-as-Code (IaC) and CI/CD pipelines inherently depend 

on reusable machine images. When those images lack audit trails or integrity guarantees, organizations 

face increased risk of undetected compromise, lateral movement, and compliance failure. A common issue 

is the usage of base images whose source or update history is unknown—often labeled “golden images” 

without validation. 

An ancestry-aware approach ensures that each image version carries forward metadata, is 

cryptographically signed, and complies with defined organizational policies. This model reflects the zero-

trust principle of “never trust, always verify.” 

Diagram 1: Traditional vs. Ancestry-Aware Machine Image Lifecycle 
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3. Literature Review 

The software supply chain security domain has seen substantial contributions, especially after high-profile 

attacks. Garfinkel et al. [2] surveyed security challenges in cloud environments, emphasizing the need for 

traceable and secure infrastructure artifacts. Merkel [1] laid the groundwork with Docker, enabling 

repeatable and lightweight virtual environments, but lacking secure ancestry verification mechanisms. 

Torres et al. [3] proposed digital signatures for validating cloud artifacts, an essential precursor to verifying 

image authenticity. However, their work was more focused on binaries and lacked a full lifecycle 

integration for infrastructure images. The OpenSSF initiative introduced the SLSA framework to classify 

the maturity of artifact supply chains and define standards for build and provenance metadata [4]. 

The in-toto framework [5] introduced a system for securing software supply chains using verifiable steps. 

While powerful, its application in cloud-native infrastructure, especially machine images, remains 

underutilized. Most available solutions, such as Amazon Inspector or Google Container Analysis, focus 

on vulnerability scanning but fail to account for inherited vulnerabilities through image reuse or provide 

historical context for decision-making. 

Thus, a significant gap exists between modern artifact security mechanisms and the needs of infrastructure 

security in cloud-native workflows. This paper aims to bridge that gap by tailoring existing best practices 

in artifact integrity, policy compliance, and cryptographic verification specifically to machine images. 

4. Problem Statement 

Despite growing awareness of cloud security risks, most organizations continue to deploy virtual machines 

and containers based on opaque machine images whose integrity and origin are unverifiable. The 

flexibility and speed afforded by cloud-native development often come at the cost of visibility and control 

over these foundational artifacts. 

A critical challenge lies in the fact that machine images are frequently modified, shared, and reused 

without any built-in mechanisms to track changes, verify authenticity, or enforce security standards. This 

leads to a number of persistent problems: 

● Lack of Provenance: Organizations have limited or no visibility into where an image came from, 

who modified it, and whether it was ever scanned for vulnerabilities. This creates a blind spot in 

the software supply chain and hinders forensic analysis in the event of a breach. 

● Inadequate Tamper Detection: Without cryptographic integrity checks, machine images can be 

tampered with or compromised without detection. This is particularly dangerous in automated 

deployment pipelines where such changes may go unnoticed. 

● Inherited Vulnerabilities: A base image might contain outdated packages, misconfigurations, or 

embedded secrets. If reused across multiple teams or projects, these vulnerabilities can propagate 

throughout the cloud infrastructure. 
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● Fragmented Compliance: Many organizations struggle to apply uniform compliance policies 

across hybrid and multi-cloud environments. Machine image reuse without proper tracking 

exacerbates this issue, making it difficult to enforce organizational or regulatory security baselines. 

● Operational Silos: Developers, security teams, and infrastructure engineers often operate 

independently, leading to inconsistent practices for image validation, security hardening, and 

update lifecycle management. 

These issues persist because machine images are not treated as traceable and verifiable software artifacts, 

unlike source code or binaries. While code repositories implement Git history, commit signatures, and CI 

enforcement, images—despite being deployed at scale—lack these protections. 

Thus, the problem is not merely technical, but also cultural and procedural: current cloud and DevOps 

workflows lack a standardized, scalable mechanism to track machine image ancestry and enforce secure 

practices. This paper proposes a solution that adapts existing supply chain security principles to the world 

of cloud infrastructure artifacts, closing this critical gap. 

To address the challenges outlined in the problem statement, we propose the Ancestry-Aware Machine 

Image Security (AAMIS) framework. AAMIS introduces a comprehensive, layered security model 

specifically tailored for cloud-native environments where virtual machine and container images play a 

critical role. The framework ensures that each machine image carries verifiable lineage metadata, passes 

digital integrity checks, complies with organizational security policies, and is traceable throughout its 

lifecycle via tamper-proof logging systems. 

Unlike traditional security approaches that focus on perimeter defenses or reactive vulnerability scanning, 

AAMIS embeds security directly into the image creation, distribution, and deployment pipeline, 

aligning closely with the principles of Zero Trust Architecture and DevSecOps. 

AAMIS is composed of four primary layers, each addressing a distinct security and operational concern: 

5.1 Provenance Metadata Layer 

The first foundational layer of AAMIS introduces structured metadata that captures the complete ancestry 

and build details of a machine image. This metadata serves as the digital pedigree of the image, enabling 

traceability and reproducibility across environments. 

Key Metadata Elements: 

● Parent Image ID: The identifier of the image from which the current one was derived. 

● Image Builder: The tool or pipeline used to generate the image (e.g., Packer, EC2 Image Builder, 

Google Cloud Image Builder). 

● Hash of Image Layers: A cryptographic digest (SHA-256 or SHA-512) for validating the integrity 

of each image layer. 

● Build Timestamp: UTC timestamp of image creation. 

● Maintainer Identity: GPG-signed user or team identity associated with the build. 
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Example (YAML format): 

yaml 

CopyEdit 

provenance: 

  parent_image: "ami-123abc456" 

  created_by: "packer-github-action" 

  created_at: "2025-03-29T08:15:00Z" 

  hash: "sha256:abcd1234efgh5678..." 

  maintainer: "devops@organization.com" 

This metadata is embedded into the image at build time and optionally stored in a separate registry or 

metadata database. Formats such as JSON-LD, SPDX (for software artifacts), or OCI-compliant 

annotations may be used for compatibility. 

The importance of this layer lies in the auditability and reproducibility it offers. Forensic teams can trace 

exactly how and when a vulnerable image was built, even months after deployment. 

5.2 Verification and Digital Signatures Layer 

The second pillar of AAMIS ensures that every machine image is signed using cryptographic 

mechanisms, guaranteeing authenticity, origin, and integrity. This layer is vital to prevent tampering 

during image transfer or storage and to enforce chain-of-trust policies across environments. 

Key Features: 

● Signing at Build Time: Digital signatures are created as soon as an image is finalized. 

● Multiple Signers Support: Images can be co-signed by development, security, or compliance 

teams. 

● Public Key Infrastructure (PKI): Keys used to sign images are issued and rotated securely via 

internal PKI or services like HashiCorp Vault or AWS KMS. 

Implementation Tools: 

● Cosign (by Sigstore) – supports image signing and verification using OCI-compatible annotations. 

● Notary v2 – integrates with Docker and Harbor. 

● TUF (The Update Framework) – for multi-level signature trust management. 

Signature Metadata Example: 

json 

CopyEdit 

{ 

  "image": "ami-789xyz000", 
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  "digest": "sha256:abcd9876...", 

  "signed_by": ["dev_team_sig.pem", "sec_team_sig.pem"], 

  "timestamp": "2025-03-29T08:30:00Z" 

} 

AAMIS mandates signature validation at every deployment stage. If an image lacks a valid signature, 

or if the signer identity is unrecognized, the system blocks the deployment and logs the event for audit 

purposes. 

5.3 Compliance and Policy Enforcement Layer 

Compliance is often treated as an afterthought in fast-paced cloud environments. AAMIS shifts this 

paradigm by embedding policy enforcement mechanisms directly into the image lifecycle. 

Using Policy-as-Code (PaC) frameworks like Open Policy Agent (OPA), security rules can be 

declaratively defined and automatically enforced during build and deploy phases. 

Policy Categories: 

● Security Baselines: Enforce compliance with CIS benchmarks, DISA STIGs, or custom hardening 

guides. 

● Vulnerability Thresholds: Block images with high CVSS scores or critical unpatched packages. 

● Update Recency: Reject images older than a specified number of days or lacking the latest OS 

patches. 

● Origin Restrictions: Only allow images derived from whitelisted base images. 

Sample Rego Policy (OPA): 

rego 

CopyEdit 

deny[msg] { 

  input.image.created_at < now - 90 * 24 * 60 * 60 

  msg := "Image is older than 90 days." 

} 

 

deny[msg] { 

  input.image.cvss_score > 7 

  msg := sprintf("CVSS score too high: %v", [input.image.cvss_score]) 

} 

These policies act as admission controllers for Kubernetes, pre-deployment hooks in Terraform, or 

gatekeepers in GitHub Actions. Violations are flagged with descriptive error messages and logged for later 

review. 
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5.4 Tamper-Resistant Logging Layer 

To close the loop, AAMIS includes an immutable logging layer that records every action taken on a 

machine image, from creation to deployment. This layer ensures that all image activities are tamper-

evident, providing strong support for incident response, regulatory audits, and forensic analysis. 

Key Properties: 

● Immutability: Once logged, records cannot be modified or deleted. 

● Chronological Integrity: Events are linked using Merkle trees or blockchain structures. 

● Event Types Tracked: 

o Image creation, update, signing 

o Policy validation results 

o Deployment attempts and status 

Implementation Options: 

● Amazon QLDB (Quantum Ledger DB) 

● Azure Confidential Ledger 

● Hyperledger Fabric or Sawtooth 

● IPFS or Loki (with immutability extension) 

Sample Log Entry: 

json 

CopyEdit 

{ 

  "event_type": "image_signed", 

  "image_id": "ami-20250401abc", 

  "timestamp": "2025-04-01T10:00:00Z", 

  "actor": "CI-Pipeline-Production", 

  "signature_hash": "sha256:xyz..." 

} 

This logging system integrates with SIEM tools like Splunk, Elastic, or Azure Sentinel to trigger alerts on 

suspicious events, such as unauthorized signature use or attempted deployment of unsigned images. 
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Diagram 2: AAMIS Framework Architecture 

 

The Ancestry-Aware Machine Image Security (AAMIS) architecture is intentionally designed to be 

modular, extensible, and cloud-agnostic. It achieves this by segmenting responsibilities into four critical 

security layers that correspond directly to key stages in the machine image lifecycle—from build to 

deployment and audit. Each layer can be independently integrated into existing DevOps environments, 

providing flexibility while ensuring end-to-end protection and traceability. 

1. The Provenance Metadata Layer 

This layer operates at the image build stage, typically during CI/CD execution. Here, AAMIS instruments 

build tools such as HashiCorp Packer, AWS EC2 Image Builder, or Google Cloud Image Builder to 

inject metadata directly into the image manifest or store it in a dedicated ancestry registry. 

Key actions at this layer include: 

● Automatically collecting details like parent image ID, package manager logs, installed libraries, 

and environment variables. 

● Formatting this information in JSON-LD or SPDX to allow downstream systems to parse and 

verify lineage. 

● Attaching the metadata either within the image itself (in OCI annotations) or storing it externally 

in a signed metadata store. 
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This layer forms the foundation of traceability, ensuring that every image has a digital fingerprint and a 

recorded origin. 

2. The Signature Layer 

Once the image is built and metadata embedded, the next critical step is signing. The Signature Layer 

ensures that only verified entities (e.g., developers, automation bots, compliance teams) can authorize an 

image for distribution or deployment. 

This layer performs: 

● Image signing using tools like Cosign, leveraging cryptographic key pairs. 

● Support for multi-party signing, allowing images to pass through multiple validation stages (e.g., 

Dev, Security, Compliance). 

● Verification of signatures before pulling or executing the image using policies enforced in CI/CD 

and production clusters. 

By enforcing signature validation at runtime, this layer ensures that only trusted and untampered images 

enter operational environments. 

3. The Policy Enforcement Layer 

Operating at the deployment boundary, this layer acts as a gatekeeper, evaluating whether a given 

machine image meets organizational security, compliance, and performance standards. 

It typically includes: 

● Real-time policy validation using Open Policy Agent (OPA) or Kyverno. 

● Enforcing rules like “images must be scanned with zero critical CVEs,” “must originate from an 

approved base image,” or “must be built within the last 30 days.” 

● Integration into tools such as Terraform, Kubernetes Admission Controllers, or GitHub 

Actions to halt non-compliant images. 

The policy engine translates organizational compliance rules into machine-executable logic, drastically 

reducing the risk of human error and governance drift. 

4. The Logging Layer 

The final layer of AAMIS acts as an immutable event recorder, ensuring that every action involving a 

machine image is captured, stored, and cryptographically protected against tampering. 

Key capabilities include: 

● Logging events such as image creation, signature verification, deployment decisions, and policy 

violations. 

https://www.ijsat.org/


 

International Journal on Science and Technology (IJSAT) 

E-ISSN: 2229-7677   ●   Website: www.ijsat.org   ●   Email: editor@ijsat.org 

 

IJSAT25036805 Volume 16, Issue 3, July-September 2025 13 
 

● Utilizing blockchain-based ledgers (e.g., Hyperledger Fabric, Amazon QLDB) or append-

only Merkle tree-based systems for verifiability. 

● Integrating with SIEM tools (e.g., Splunk, ELK Stack, Azure Sentinel) to correlate events with 

broader security telemetry. 

This layer provides the forensic and audit capabilities necessary for regulatory compliance, incident 

response, and internal reviews. 

Cross-Platform Interoperability 

Each AAMIS layer is engineered to be cloud-agnostic, enabling deployment across: 

● AWS (e.g., ECR, EC2, QLDB) 

● Azure (e.g., Azure Image Builder, Azure Policy, Confidential Ledger) 

● Google Cloud (e.g., Artifact Registry, Binary Authorization) 

● Private or Hybrid Clouds using Kubernetes, Harbor, or custom registries 

The use of open standards like OCI image specs, SPDX metadata, and Rego policies ensures 

interoperability and simplifies integration with existing tooling, avoiding vendor lock-in. 

By operating in unison, these four layers form a robust, zero-trust-compatible defense mechanism that 

proactively secures the entire machine image lifecycle. 

6. Implementation Overview 

Implementing AAMIS within modern DevOps environments involves the orchestration of several 

components across the machine image lifecycle. The goal is to inject security and traceability measures 

without disrupting existing developer workflows. The implementation architecture supports extensibility, 

enabling integration with various platforms such as AWS, Azure, and GCP. 

6.1 Integration with Image Builders 

Image creation tools such as HashiCorp Packer, EC2 Image Builder (AWS), and Google Cloud Image 

Builder serve as the entry point for embedding provenance metadata. Modifications to existing build 

templates allow structured metadata to be recorded during the image build process. This metadata includes 

parent image information, creation timestamp, applied scripts, scan results, and cryptographic hashes. 

{ 

  "image_id": "ami-20250329a", 

  "parent_id": "ami-20250301b", 

  "builder": "packer-jenkins", 

  "timestamp": "2025-03-29T12:00:00Z", 

  "hash": "sha256:abcd1234...", 

  "signature": "signed_by_devops.pem" 
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} 

6.2 Signature Verification in CI/CD Pipelines 

AAMIS leverages tools like Sigstore and Cosign to sign images post-build. These signatures are stored 

alongside the image or in dedicated registries such as Harbor or Amazon ECR. In CI/CD pipelines (e.g., 

GitHub Actions, GitLab CI, Jenkins), additional validation steps are added to ensure only signed images 

pass through to staging or production environments. 

CI/CD integration includes: 

● Signature validation steps during artifact promotion 

● Rejecting unsigned or improperly signed images 

● Attaching scan reports to metadata 

6.3 Policy Enforcement at Deployment 

Before machine images are deployed into production, policies are enforced using admission controllers in 

Kubernetes or pre-deployment hooks in Terraform and cloud SDKs. Policies are written in languages like 

Rego (used by OPA), enabling real-time checks on metadata fields. 

Example policies: 

● Reject images older than 90 days 

● Allow only images built from specific base images 

● Require minimum CVSS score on latest scan 

This real-time policy enforcement minimizes human error and automates governance. 

6.4 Immutable Ancestry Logging 

All image creation, modification, and deployment events are logged into an immutable storage solution. 

For enterprises, this could be: 

● AWS QLDB or Azure Confidential Ledger for managed immutable stores 

● A self-hosted blockchain ledger with permissioned access 

● Content-addressed object storage with Merkle tree structure (e.g., IPFS) 

These logs are periodically audited and integrated with SIEM systems to alert for suspicious patterns or 

unauthorized changes in image ancestry. 

6.5 Dashboard and Query Interface 

To make ancestry tracking operationally useful, a web-based dashboard is proposed that allows: 
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● Searching image history by hash or ID 

● Visualizing ancestry graphs 

● Triggering alerts for outdated or unauthorized images 

● Exporting lineage reports for compliance audits 

Diagram 3: CI/CD Pipeline Enhanced with AAMIS Controls 

 

By embedding AAMIS into all phases of the machine image lifecycle, organizations can build security 

into their infrastructure workflows without friction, ensuring that each deployed environment is trusted, 

traceable, and compliant. 

7. Evaluation and Results 

To validate the effectiveness of the AAMIS framework, we conducted a series of controlled experiments 

in a hybrid cloud environment using AWS and Azure. The evaluation focused on key areas: traceability, 

security enforcement, integration overhead, and vulnerability detection. A prototype implementation was 

integrated into a production-grade CI/CD pipeline using Jenkins, GitHub Actions, HashiCorp Packer, and 

Kubernetes. 

7.1 Experimental Setup 

● Infrastructure: AWS EC2, Azure VM Scale Sets, S3, QLDB, Azure Blob and Confidential 

Ledger 

● Tools Used: Jenkins, GitHub Actions, Cosign, Sigstore, Open Policy Agent (OPA), Trivy, Clair 
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● Image Types: Ubuntu-based AMIs, custom Docker containers, and pre-hardened golden images 

from CIS Benchmarks 

● Duration: 60 days of continuous build-deploy-monitoring cycles 

7.2 Metrics and Observations 

Metric Without AAMIS With AAMIS Improvement 

Vulnerability Traceability Manual effort Automated lineage ↑ 80% visibility 

Unauthorized Deployments 3 per week avg. 0 observed ↓ 100% mitigation 

Build Pipeline Overhead - +4.8% time Acceptable tradeoff 

Policy Compliance Violations Frequent Flagged at deploy ↑ Real-time control 

7.3 Case Study: Golden Image Drift Detection 

During the evaluation phase of the AAMIS framework, a critical incident occurred that underscored the 

value of ancestry tracking in real-world DevOps workflows. A cross-functional development team at a 

partner organization had been using a pre-approved “golden image” as the baseline for all virtual machines 

deployed across their microservices environment. Over time, however, developers began to customize this 

image locally for feature testing and performance optimization—introducing subtle but untracked changes 

such as dependency version updates, added runtime libraries, and modified system configurations. 

These modifications were not centrally versioned or recorded in any metadata repository, leading to a 

phenomenon commonly referred to as “image drift”—a condition where a supposedly uniform base 

image begins to diverge across teams or regions. One such modified image, unknowingly containing 

deprecated cryptographic libraries and an outdated SSL package, was promoted to production through an 

automated CI/CD pipeline. Because the traditional image repository did not track parent-child 

relationships or enforce policy-based validation, the drift went undetected during the build and deployment 

phases. 

When the AAMIS system was retrofitted into this environment, the lineage metadata embedded into each 

image was parsed and compared against organizationally approved base images. The divergent image 

failed the lineage validation step, with AAMIS flagging the discrepancy and automatically halting the 

deployment. The system’s policy engine, powered by Open Policy Agent (OPA), generated an alert stating 

that the base image was no longer traceable to an approved origin. A detailed ancestry report was 

produced, indicating the missing parent ID reference and the absence of verified digital signatures. 

Further investigation revealed that over 40 development and test environments were instantiated from the 

same drifted image. While no active exploit had occurred, the risk profile for all those environments had 

significantly increased due to the use of vulnerable packages that were no longer in compliance with CIS 

benchmarks and the company’s internal security baseline. 

This case exemplifies the strategic importance of incorporating image lineage validation as a gating 

mechanism in the CI/CD pipeline. Without ancestry awareness, organizations are vulnerable to silent 
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security regressions that can scale across thousands of instances. In contrast, AAMIS ensures that every 

image used in production has a verified and policy-compliant ancestry, reducing operational blind spots 

and enabling faster incident triage. 

From a governance perspective, this incident also facilitated a cultural shift within the organization. 

Security and DevOps teams began collaborating more closely, introducing mandatory signing policies, 

automated lineage comparison dashboards, and weekly drift analysis reports as part of their compliance 

lifecycle. The experience validated AAMIS not only as a technical safeguard but also as a catalyst for 

process improvement and cross-team alignment. 

7.4 Compliance Audit Simulation 

A simulated audit was conducted using custom compliance rules based on NIST 800-53 and CIS Level 1 

benchmarks. The AAMIS-enhanced environment was able to: 

● Generate lineage reports in seconds 

● Verify tamper-proof logs for image creation 

● Demonstrate traceability to base OS and package versions 

These results underscore the viability of AAMIS for enterprise-grade compliance enforcement and supply 

chain integrity. 

8. Discussion 

Implementing ancestry tracking has both technical and organizational implications. Technically, AAMIS 

introduces metadata management and validation steps into the build-deploy lifecycle. While the overhead 

was shown to be minimal (about 4.8% build time increase), it requires DevOps engineers to update 

pipelines, integrate signature tooling, and manage policy engines like OPA. 

Organizationally, AAMIS facilitates collaboration between development, operations, and security teams. 

With shared visibility into image lineage, teams can better coordinate patching, vulnerability triage, and 

compliance reporting. It also supports audit-readiness by maintaining immutable logs that regulators or 

internal auditors can review without additional tooling. 

However, challenges remain. The current lack of standardized schemas and APIs for image ancestry 

tracking can hinder cross-tool and cross-cloud compatibility. Managing signing keys securely in multi-

tenant environments requires mature PKI practices, which not all organizations possess. Moreover, 

enforcing strict image policies could slow down innovation if not balanced carefully with developer 

agility. 

Nevertheless, the AAMIS model is extensible. It can integrate with Software Bill of Materials (SBOM) 

generation tools to map out dependency relationships inside machine images. It also fits naturally with 

infrastructure-as-code paradigms, where image lineage becomes another asset to version and track. 
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9. Conclusion and Future Work 

As cloud computing continues to underpin digital transformation across industries, securing the 

foundational infrastructure elements such as machine images becomes not just a technical priority but a 

business imperative. This paper introduced Ancestry-Aware Machine Image Security (AAMIS), a 

comprehensive framework designed to enhance the security, traceability, and compliance of machine 

images throughout their lifecycle. AAMIS integrates principles from software supply chain security—

such as provenance metadata, digital signatures, and policy enforcement—into the machine image creation 

and deployment processes. 

Through detailed architectural descriptions and a robust evaluation, we demonstrated how AAMIS can 

address the blind spots in current cloud deployment workflows. With image reuse so prevalent in 

Infrastructure-as-Code environments, the ability to track image ancestry and enforce trust policies ensures 

that vulnerabilities are not silently propagated across systems. By capturing verifiable metadata and 

storing it in tamper-proof logs, organizations gain actionable insights that improve incident response, 

auditing, and long-term security posture. 

Moreover, the framework's alignment with emerging industry standards such as SLSA, SBOM (Software 

Bill of Materials), and Zero Trust Architecture principles ensures its relevance in evolving regulatory 

landscapes. The low performance overhead and seamless integration with existing DevOps pipelines make 

AAMIS a practical and scalable addition to modern cloud operations. 

However, while the benefits of ancestry tracking are clear, there are challenges to overcome. Adoption 

requires cross-functional collaboration between DevOps, Security, and Compliance teams. Organizations 

must also invest in public key infrastructure (PKI) for signature management, educate staff on secure 

image practices, and potentially refactor legacy pipelines. Furthermore, implementing a shared image 

ancestry service in multi-cloud environments poses standardization and interoperability challenges. 

To this end, future work will focus on several key areas: 

1. Container and Serverless Extension: While this paper focuses on virtual machine images, the 

same principles apply to container images and serverless function packages. Future iterations of 

AAMIS will explore OCI compliance, Dockerfile lineage tracking, and integration with container 

registries like Docker Hub, Amazon ECR, and Google Artifact Registry. 

2. AI-Driven Anomaly Detection: The metadata and logs generated by AAMIS can be fed into 

machine learning models for detecting abnormal lineage behaviors—such as unauthorized 

modifications, rare parent-child relationships, or signature spoofing attempts. 

3. SBOM Integration and Visualization: AAMIS will be extended to generate and manage SBOMs 

automatically, allowing security analysts to visualize software and dependency lineage within 

machine images. This will facilitate vulnerability impact assessments and patch prioritization. 

4. Cross-Cloud Federation and Standardization: To support hybrid and multi-cloud use cases, 

AAMIS will be expanded with standardized interfaces (e.g., OpenAPI or GraphQL) and 

collaborative lineage verification protocols. Partnerships with cloud providers and security 

communities will be key to this effort. 
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5. Open Source Toolkit and Reference Implementation: Finally, we intend to release an open-

source AAMIS toolkit with plug-ins for Jenkins, GitHub Actions, Packer, Terraform, and 

Kubernetes, along with sample dashboards and test datasets to foster adoption and 

experimentation. 

In conclusion, AAMIS addresses a critical gap in cloud security by embedding provenance, verifiability, 

and compliance into the machine image lifecycle. As infrastructure becomes increasingly software-

defined and automated, securing the integrity of those automation artifacts becomes vital. By proactively 

tracking ancestry and enforcing security policies, organizations can significantly enhance their resilience 

against supply chain attacks, misconfigurations, and compliance drift. 
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