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Abstract  

The behavior of any company is highly complicated. This work aims to evaluate of financial 

performance of a sector-specific business. Numerous financial indicators can be considered, but they 

often bear only a weak relationship to output performance. Several efforts have been made by 

researchers to establish stronger input–output relationships. Neural networks provide a powerful 

technique to capture such relationships, as they can handle non-linearities with ease. This study employs 

an Artificial Neural Network (ANN)–based model to estimate profit using four independent parameters 

for small and medium enterprises (SMEs). The output obtained shows a lower error rate compared with 

traditional Regression Analysis. The established relationship offers deeper insights into the intricate 

behavior of the sector, allowing for a more precise analysis of the criticality of parameters under 

consideration. The findings may be useful to companies, board members, shareholders, and 

entrepreneurs. 
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1. Introduction 

All industries operate and achieve their goal by using a system in which a set of inputs are processed to 

achieve desired outputs over a period of time. There exists a relationship between these input and output 

variables. Management decision-making can be significantly enhanced if a model is developed that not 

only establishes these relationships but also identifies the criticality of the variables involved. 

Addressing this need, the present work proposes a model for the given problem. At present, SMEs have 

been considered for the study. 

 

1.1. Problem Definition & Objective Function 

“To design a model that can establish a relationship between the input and output variables of an 

industrial sector (SME) in order to predict the output & analyze the influence of different input 

parameters, thereby establishing their critically and the degree of influence of that particular parameter.” 

This project consists of an evaluation-cum-forecasting model which can establish a relationship between 

the input and output of an industrial sector. The model is based on the interrelationships among the 

variables, which are studied and corrected to a considerable extent to aid in predicting and analyzing 

industry performance. The model uses artificial neural networks to analyze and predict future outcomes. 
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The model is expected to benefit both existing companies and new entrants in the sector. An artificial 

neural network is a system inspired by the functioning of biological neural networks. It is an adaptive, 

typically nonlinear system that learns to perform a mapping function from input to output data.  

Correlation analysis is employed to justify the selection of input parameters for the ANN. These 

parameters are iteratively adjusted during the training phase, after which the ANN parameters are fixed 

and the system is deployed to solve the target problem. 

Additionally, univariate analysis is performed to identify the most influential input parameter affecting 

the output. 

 

1.2. Available Methods and Selection of Best Alternative 

1. Regression Analysis 

2.  Artificial Neural Network (ANN) integrated with correlation 

1.2.1. Reasons for Selecting ANN as the Best Alternative 

 Regression analysis is often subject to considerable manipulation. 

 The forecasted results obtained through regression analysis showed significantly higher errors 

(difference between actual and predicted values) 

 A neural network can perform tasks that linear programs cannot. 

 Due to their parallel nature, neural networks can continue functioning even if some elements fail. 

 Neural networks are capable of self-learning and do not require reprogramming. 

 The Back Propagation method has been found to be a strong forecasting tool, offering 

advantages over regression analysis [1]. 

 

2. Literature Review 

2.1. Artificial Neural Network (ANN) 

Artificial neural networks are computer systems that can learn from the features of nervous system, 

derive new information using the new information learned, and work similarly to decision making 

structure. ANN has emerged as a result of mathematical modeling of the learning process by taking the 

human brain as an example [2]. As shown in Figure2.1, the neural network processes a number of inputs 

to obtain a number of outputs. The input/output units behave similarly as in feed-forward networks “i.e.” 

the input units serve as buffers to distribute the signals without processing them, and, output units 

linearly sum the inputs from the preceding  layer and have a linear activation function. The hidden units 

can have linear or non linear activation function [3]. 
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Figure 2.1 Artificial Neural Networks 

2.2. ANN along with “Correlation” 

 Correlation is the most widely used method of measuring the degree of relationship between two 

variables [4]. It is a statistical technique that indicates whether, and how strongly, pairs of variables are 

related. The result of this computation is the correlation coefficient (r). 

The calculation of the correlation coefficient for two variables, say xi and xj, is given by 

𝑟(𝑥𝑖 , 𝑥𝑗) =
𝑛 ∑ 𝑥𝑖𝑥𝑗−∑ 𝑥𝑖𝑥𝑗

√𝑛 ∑ 𝑥𝑖
2−(∑ 𝑥𝑖)

2
√𝑛 ∑ 𝑥𝑗

2−(∑ 𝑥𝑖)
2
  (2.1) 

Where, n is the number of pairs of data. 

 

In industrial analysis, many factors are responsible for performance. However, an important question 

arises: Are these factors independent, or do they influence one another? Correlation analysis helps 

answer this by quantifying the degree of dependence between variables. The correlation coefficient is 

denoted by r which ranges from -1 to +1. If the value is near +1 or -1 then the factors are closely related. 

And if it is 0 then there is no relationship between variables [4].  

Selecting the least dependent variables (i.e., those with low correlation) is crucial for ANN modeling, as 

this ensures that the inputs provide unique information. 

 

2.3. Back Propagation 

 Back propagation (BP) is the most popular training algorithm for multilayer Neural Networks [5]. Back 

propagation algorithm is popular for its simplicity of implementation and its ability to quickly generate 

networks that have the capacity to generalize [6]. As the name suggests, errors propagate backward from 

the output layer to the hidden layers, allowing the model to adjust weights. 

The BP algorithm seeks to minimize the error function in weight space using gradient descent. The set of 

weights that minimizes the error function is considered the solution to the learning problem. Since BP 

requires the error function to be continuous and differentiable, it is technically used to compute the 

gradient of the network with respect to its modifiable weights. Neurons in the hidden layer are assumed 

to be sigmoidal and those in output layer are assumed as linear [7].  
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Multi Layer Perceptron (MLP) is a popular form of ANN. Moreover BP is a well-known gradient-based 

approach for training MLP [8]. It is very successfully used in many applications in various domains such 

as prediction, function approximation and classification. Mean Square Error (MSE) has been considered 

to obtain the optimal NN model among all the NN models developed. The mean square error (MSE) 

criterion is given by: 

MSE =
1

2
[∑ ∑ |tkp − Okp|

2
kp ]    (2.2) 

Where tkp and Okp are the true and observed outputs, respectively, for neurons k in the output layer when 

input vector xp corresponding to the pth training record is applied to the network. The root-mean square 

error (RMSE) also describes the average magnitude of the errors, given by 

RMSE = MSE0.5                   (2.3) 

Since the errors are squared before they are averaged, more weight is given to large errors [9]. 

 The output from neuron j in a given layer (other than the input layer) is calculated as: 

  Oj = f(∑ Wiji Oi)         (2.4) 

Where i indicate a neuron in the preceding layer and f(x) is the activation function for neuron j.  The 

activation function is often a sigmoid function of the form: 

f(x) =
1

1+e−x      (2.5) 

With the gradient descent approach to error minimization, weights are changed in proportional to the 

error gradient, “i.e.”, 

∆wij =  −
∂E

∂Wij
      (2.6) 

Where  is a constant that determines the learning rate. To improve convergence characteristics, a 

weight change is given by (Park, Marks, Atlas, & Damborg, 1991): 

Wij(n)=jOi+ Wij(n-1)    (2.7) 

Where  is the learning rate,  is the momentum factor, and j is the error signal for the destination 

neuron j. When neuron j is the output layer,) j is given by: 

j= (tj – Oj ) Oj (1 – Oj ).          (2.8) 

When neuron j is in a hidden layer, j is given by: 

j= Oj  (1 – Oj ) k Wjk,          (2.9) 

 Where k indicates neurons in the succeeding layer next to that containing neuron j. [10]. 

The learning rate and the momentum factor influence the speed and stability of network training [11]. 

The process continues until the error criterion on the training set is reduced below a specified limit. 

 

 

2.4. Univariate Analysis 

 Univariate analysis is one of the methods for analyzing data on a single variable at a time. Univariate 

analysis explores each variable in the data set, separately. In this method we change only one variable at 

a time and seek to produce a sequence of improved approximation to the minimum point. The Univariate 

method is very simple and can be implemented easily. However, it will not converge rapidly to the 

optimum solution. Hence it will be better to stop the computation at some point near to the optimum 

point rather than trying to find precise optimum point [12]. 

 

3. Methodology 
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3.1. 1 Algorithm 

Step 1. Draw 20*12 (m*n) matrix of datasets. 

Step 2. Here, 20 parameters are considered (financial ratios or other indicators), taken from the audited 

financial accounts of several companies across *n* financial years. 

In the proposed model, the following inputs are utilized: 

 Share Capital 

 Reserve & Surplus 

 Secured Loans 

 Unsecured Loans 

 Fixed Assets 

 Current Assets 

 Current Liabilities 

 Pre Operating Expenses 

 Sales 

 Closing Stock 

 Opening Stock 

 Purchases 

 Freight Inwards 

 Gross Profit 

 Other Income 

 Administrative expenses 

 Depreciation 

 Tax 

 GST 

 Net Profit(selected as the output of the network). 

Step 3.  Apply correlation analysis for selection of independent variables. This step identifies the degree 

of dependency among input variables and helps in selecting the most independent (least correlated) 

variables for the ANN. 

Step 4. Do the selection of the most independent variable which will be further taken as inputs for the 

neural network. 

Step 5. Set the network parameters. 

Step 6. Input the data from file and set input and output parameter. 

Step 7. Find out the minimum and maximum of each row and column. 

Step 8. Normalize the data by computing the scaled values. 

Scaled value(SV)  =  
Original value − min value

Max value − min value
 

This transformation brings all values between 0 and 1. 

Step 9. Assign threshold and weights using random numbers.  

Step 10. Compute the forward pass:  

Calculate the prevailing value of each neuron based on the preceding layer’s outputs. 

Step 11. Repeat this process for all input parameters. 

Step 12. Compute the error (MSE/RSME). Check whether it falls within acceptable limits. 
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If the error is in acceptable limits then finalize the thresholds and weights, and set the network 

parameters. 

If the error is not acceptable, then adjust the thresholds and weights using the back propagation 

technique. This process iteratively updates the weights until the permissible error is achieved. Once 

convergence is reached, the network is considered trained and ready for use. 

 

3.1.2. Application of Univariate Analysis  

Suppose there are four selected input parameters. 

 Keep any three inputs constant and increase the value of the fourth input. Record the change in 

the output. 

 Repeat this procedure for each input parameter. 

 The parameter that produces the largest change in the output is identified as the most influential 

parameter. 

 

3.2. Deciding Network Topology 

Using more number of layers will help the network learn faster. Place 2 neurons in each layer and train 

the network and test for the performance. Increase the number of neurons in a layer and train the 

network again till satisfactory performance. This systematic procedure helps to obtain an optimal NN 

architecture [13].  

 

3.3. Steps involved in Univariate Analysis 

 Determining the most influential input parameter 

Step 1: Increase the value of the first input parameter by 1 unit while keeping all other parameters 

constant at their original values. Record the resulting output. 

Step 2: Increase the value of the second input parameter by 1 unit, keeping all others constant, and 

record the output. 

Step 3: Repeat the process for the third input parameter. 

Step 4: Repeat the process for the fourth input parameter. 

Step 5: Compare the outputs obtained in Steps 1–4. The input parameter that produces the maximum 

change in the output is identified as the most influential parameter. 

 

4. Results & Conclusion 

Most of the available prediction techniques are generally based on assumptions. In contrast, the 

proposed model relies on supervised learning through the back propagation algorithm, which enhances 

both its applicability and accuracy. The model learns from existing and historical data, adjusts itself 

dynamically, and applies the necessary modifications, thereby enabling highly accurate predictions of 

the target parameter. 

The results demonstrate that the ANN-based model produces lower errors compared to regression 

analysis, confirming its superior predictive capability. Furthermore, the model not only predicts outputs 

but also provides insights into the sensitivity, criticality, and permissible variation limits of each 

parameter. 
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Such information is of practical value to organizations, as it can assist management in identifying key 

financial drivers, improving decision-making and ultimately maximizing profits while minimizing 

potential losses. 

 

5. Scope of Future Work 

 The proposed model provides a strong foundation, yet several avenues remain open for further 

enhancement: 

 The model can be fine-tuned by establishing a more detailed sensitivity relationship between the 

input and output variables. 

 Predictive capability may be improved by analyzing additional financial and non-financial 

aspects of the SME sector. 

 An extension of the current framework could involve grouping certain inputs into clusters, 

thereby incorporating mixed or composite input variables. 

 The simplified ANN approach may be integrated with fuzzy systems or rule-based systems, 

resulting in hybrid neuro-fuzzy models. 

 Alternative activation functions for hidden layers can be explored to test whether they yield 

superior performance compared with the sigmoid function. 

 Advanced stochastic optimization techniques such as simulated annealing and genetic algorithms 

could be applied to overcome the issue of local minima. 

 Future studies could leverage the variety of learning algorithms available in MATLAB (e.g., 

Gradient Descent with Momentum, Levenberg–Marquardt) to evaluate and compare performance. 
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