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Abstract

In the highly competitive telecom industry, maintaining existing customers is just as important as
attracting new ones. Predicting customer churn allows operators to recognize which users are most at
risk of leaving, making it possible to implement timely retention strategies. This study creates a
predictive model based on machine learning, utilizing demographic, behavioral, and service-related
variables. Following data preprocessing and feature engineering, various models were tested, with
ensemble methods demonstrating the highest accuracy. To enhance practicality, two improvements were
added: a domain-specific chatbot for interactive insights on churn and a recommendation module that
devises customized retention strategies based on churn likelihood and significant contributing factors.
The integrated system not only forecasts churn but also offers actionable advice, contributing to
customer satisfaction and sustained profitability.

Keywords: Customer churn prediction, machine learning, telecom industry, customer retention,
recommendation system, chatbot.

1. Introduction

Customer churn, which refers to the termination of services by subscribers, poses one of the most
significant issues for the telecommunications industry due to its direct consequences on revenue and
long-term business sustainability. Even slight increases in churn rates can lead to considerable financial
downturns, making it essential for telecom providers to prioritize churn management strategically.
Previous research consistently highlights that retaining current customers is considerably more cost-
efficient than pursuing new ones, thereby establishing churn reduction as a crucial aspect of customer
relationship management [23].

Churn prediction is vital in helping service providers proactively recognize customers who are at high
risk of leaving and apply timely retention strategies. While customer acquisition often entails substantial
marketing costs, well-crafted retention initiatives can provide more sustainable benefits over time. As a
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result, churn prediction has become a critical element of data-driven decision-making in the
telecommunications sector [24, 27].

Despite progress in predictive modeling, many existing studies merely focus on generating churn
probabilities without exploring how these results can be leveraged into effective business strategies. This
absence of decision-support tools limits the practical applicability of churn analytics, as service
providers find it challenging to convert predictive results into targeted retention actions [4, 25].

To address this shortcoming, the current study proposes three significant contributions:
« A machine learning-based churn prediction model that pinpoints customers most likely to stop
using services.
» The incorporation of a domain-specific chatbot that allows for interactive analysis of churn
insights.
» The establishment of a rule-based recommendation engine that translates churn likelihood and
feature significance into customized retention strategies.
By merging predictive accuracy with interpretability and interactivity, this research goes beyond
traditional churn prediction studies. It provides a holistic framework that not only anticipates customer
behavior but also equips decision-makers with practical, user-friendly tools to enhance retention results,
thus aligning academic findings with real-world business requirements.

2. Literature Review

The issue of customer churn has received considerable focus in the telecommunications context because
it is less expensive for businesses to retain current subscribers than to acquire new ones. Churn can be
defined as the customer's decision or ability to discontinue using a service, and it has a direct influence
on revenue, market advantage, and future business growth [1, 26]. The first studies on churn prediction
were most often carried out using statistical techniques such as logistic regression [2, 20]. Although the
techniques provided clarity and were easily interpretable, their ability to predict was often limited. With
the volume and complexity of customer data increasing, machine learning and data mining techniques
have emerged as preferred methods of predicting churn, due to the precision of machine learning and the
ability to find nonlinear dimensions of behavioral trends [6, 16].

Structured datasets like the Telco Customer Churn, which includes demographic details, billing
information, tenure, and metrics representing service usage [18, 7], are becoming the basis for many new
studies. A theme that is prevalent in the literature is the importance of data preprocessing. Churn datasets
are often imperfect and can be riddled with missing data, categorical features, and imbalanced
distributions affecting model detection and effectiveness if the datasets were used in this raw format [1,
13]. Typical preprocessing efforts involved encoding categorical variables, normalizing numerical data,
and eliminating unnecessary features. To help address the massively different proportions of churners as
to which there are typically significantly fewer than non-churners, researchers use techniques like
SMOTE to oversample [12] or cost sensitive learning methods to help balance out the dataset [4]. Burez
and Van den Poel [4] showed that when profit is the motive, results are better when a resampling is
applied, and Coimbra et al. [3] showcase techniques that are privacy-aware through feature engineering,
which leads to improved coverage, as well as prediction.
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Enhancing churn prediction models has also been achieved through feature engineering. Both Ahmad et
al. [1] and Senthilnayaki et al. [13] showed that eliminating irrelevant fields and creating higher-level
attributes, like tenure categories, boosted prediction accuracy. Likewise, the framework [3] highlighted
the importance of features that are interpretable and preserve privacy in sensitive areas. Additionally,
other research, such as that by Zhang [19], connects churn prediction with customer segmentation to
develop more focused and actionable retention strategies.

In terms of algorithms, the literature covers a broad spectrum. Traditional models like logistic regression
and decision trees remain widely used because of their interpretability [2, 20]. However, ensemble
methods particularly Random Forests and boosting algorithms such as XGBoost and CatBoost have
been found to deliver consistently higher performance [6,16]. Mishra and Reddy [2] reported that
ensemble classifiers outperform classical models in telecom churn prediction tasks, while Peng et al. [8]
and Chang et al. [16] highlighted that boosting models are especially effective in handling categorical
data and missing values. Deep learning has also gained some attention; for example, Ismail et al. [14]
applied multi-layer perceptrons and achieved competitive accuracy, while Sharma and Bansal [9]
explored hybrid models combining deep and traditional learning techniques. Despite these promising
results, deep learning approaches are less frequently adopted due to their computational demands and the
need for larger datasets.

Another key consideration in churn research is evaluation. Accuracy alone is rarely sufficient because of
the imbalanced nature of churn datasets. Instead, metrics such as precision, recall, F1-score, and ROC-
AUC are more commonly reported [9, 16]. Chang et al. [16] demonstrated that boosting methods
achieve stronger performance across these metrics compared to other classifiers. Malik et al. [10] also
emphasized the importance of recall, noting that failing to correctly identify churners has greater
business consequences than incorrectly flagging loyal customers. This perspective echoes Burez and
Van den Poel’s [4] earlier observation that predictive modeling should prioritize profitability rather than
technical accuracy alone.

A recent trend in the literature emphasizes the significance of model interpretability and explainability.
Peng et al. [8] utilized SHAP-based feature importance analysis to improve the clarity of churn
predictions for business executives. Coimbra et al. [3] also highlighted the necessity of interpretable
models, particularly in contexts where data privacy and regulatory compliance are essential. These
studies suggest an increasing demand for churn prediction systems that not only detect risk but also
elucidate the factors driving customer behavior.

Finally, researchers have begun to explore the deployment of churn models in real-world systems.
Ahmad et al. [1] demonstrated a big-data platform for telecom churn prediction, while Tamuka and
Sibanda [5] developed a real-time scoring engine suitable for production environments. Nagamani et al.
[11] extended this by discussing how predictive analysis can be tied directly to retention strategies.
Although these studies bring churn prediction closer to operational use, many solutions still stop short at
dashboards or visualizations [7, 19]. Zhang [19] suggested connecting churn prediction to subscription-
based business models, and Jamal and Tang [12] outlined strategies for fostering customer loyalty. Yet,
very few works go beyond prediction to provide actionable, customer-facing interventions.
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This gap presents a significant opportunity. While existing studies focus on prediction accuracy,
visualization, and interpretability, they rarely combine these capabilities with interactive tools that can
directly support customer engagement. To address this, our work integrates machine learning—based
churn prediction into a Flask web application, enhanced with a chatbot for real-time interaction and a
rule-based recommendation system for personalized retention strategies. In doing so, we bridge the “last
mile” between churn detection and actionable business outcomes, offering a solution that is both
predictive and practically implementable.

3. Methodology
3.1 Dataset Description.
The dataset utilized in this study is the popular Telco Customer Churn dataset, which includes 7,043
records of customers on 21 total attributes. Each record for an individual customer includes
demographics, service selections, payment types, and account status. The churn variable is binary and
identified customers that discontinued service ("Yes") or retained their service ("No").
Attributes:

» Demographics: customerID, gender, SeniorCitizen, Partner, Dependents.

» Services: PhoneService, MultipleLines, InternetService, OnlineSecurity, OnlineBackup,

DeviceProtection, TechSupport, StreamingTV, StreamingMovies.

« Accounts: tenure, Contract, PaperlessBilling, PaymentMethod.

« Billing: MonthlyCharges, TotalCharges.

« Target Variable: Churn (Yes or No).
The dataset has moderate imbalance, whereby the churn population is approximately 26.5%, while the
non-churn population is around 73.5%.

3.2 Data Preparation
Data preparation was performed using the CustomerChurnPrediction-EDA.ipynb notebook, with the
objective of producing a consistent and reliable dataset for model training.

3.2.1 Handling Missing and Invalid Values

A small number of incomplete entries were detected, particularly in the TotalCharges attribute. These
were carefully reviewed, and depending on the extent of missingness, either imputed with appropriate
values or excluded entirely to preserve overall dataset quality [7].

3.2.2 Data Cleaning and Outlier Treatment

Duplicate records were removed to avoid redundancy. Potential outliers in MonthlyCharges and
TotalCharges were inspected using visual methods such as boxplots. Extreme anomalies that could
distort the learning process were adjusted or removed after careful evaluation [10].

3.2.3 Encoding of Categorical Variables

Categorical attributes were transformed into a machine-readable format. Multi-class variables like
Contract and PaymentMethod were expanded using One-Hot Encoding, while binary variables such as
Partner and Dependents were mapped to numerical form (0/1) [6].
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3.2.4 Feature Scaling

Continuous attributes including tenure, MonthlyCharges, and TotalCharges were scaled using Min-Max
normalization. This step ensured that features with larger numeric ranges did not disproportionately
influence the training process [7].

3.2.5 Balancing the Target Classes

Since the dataset showed an imbalance between churners and non-churners, the Synthetic Minority
Oversampling Technique (SMOTE) was applied. This approach generates artificial minority class
examples, improving recall for churners while avoiding the loss of majority-class data [8].

3.2.6 Feature Engineering

Additional attributes were derived to enrich the dataset. For instance, tenure was grouped into ranges
(e.g., 0-12 months, 13-24 months) to reflect customer lifecycle stages, while average monthly
expenditure was computed to capture spending behavior trends. These engineered features offered
business-relevant insights that complemented the predictive models [10].

3.3 Feature Selection and Engineering

To strengthen the predictive capability of the model, feature selection was guided by both statistical
measures and domain expertise. Correlation analysis was first applied to identify and remove attributes
that exhibited strong multicollinearity, thereby reducing redundancy and improving model stability [7].
Low-variance attributes that contributed little discriminative power were also excluded. In contrast,
variables such as contract type, payment method, internet service, and customer demographics were
retained due to their strong business relevance and predictive utility. This combined approach of
statistical filtering and domain-driven selection not only simplified the feature space but also improved
the interpretability of the final models [6]. Similar hybrid strategies have been validated in prior churn
prediction studies [14].

3.4 Model Development

Several supervised learning models were developed, focusing on algorithms that have demonstrated
robustness in structured classification tasks. Random Forests and Gradient Boosting (XGBoost) were
prioritized because of their ability to handle heterogeneous features and capture complex non-linear
relationships, while Decision Trees were included as a baseline for interpretability [17]. Since the dataset
exhibited class imbalance, SMOTE oversampling and class-weight adjustments were employed to
prevent bias toward the majority class and improve recall for churners [4].

Hyperparameter tuning was carried out using Grid Search with cross-validation to optimize key
parameters, such as tree depth, learning rate, and minimum samples per split. This ensured that the
models were neither overfitted nor underfitted, while maximizing generalization performance [10]. All
experiments were implemented in Python using scikit-learn and XGBoost, chosen for their
reproducibility and community support. This workflow aligns with best practices in machine learning
research while ensuring that the process remains transparent and repeatable [16].
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3.5 Evaluation Metrics

Since churn prediction is an imbalanced classification problem, relying exclusively on accuracy would
not provide a reliable picture of model effectiveness [4]. Therefore, multiple evaluation metrics were
considered. Accuracy measured the overall correctness of classifications [7], while precision assessed
the model’s ability to avoid false alarms when labeling a customer as a churner [15]. Recall, also
referred to as sensitivity, was emphasized because correctly detecting churners is critical to reducing
customer loss [10]. Finally, the F1-Score combined precision and recall into a single value, balancing the
trade-off between these two metrics [16]. By using this framework, the evaluation prioritized the
model’s capacity to identify true churners rather than simply maximizing accuracy.

3.6 Front-End Deployment

To bridge research and real-world application, the trained model was deployed through a lightweight
Flask web application [16]. The backend loaded the serialized model (model.sav) for predictions, while
the front-end was designed with modular HTML templates (home.html, demo.html, chatbot.html). This
interface provided users with a streamlined way to input data, view predictions, and interact with the
system. By embedding the predictive workflow in a web environment, the solution became accessible to
non-technical users, demonstrating how research outputs can be operationalized for business use [15].

3.7 Recommendation Engine

In addition to predictions, a recommendation module was created to suggest targeted retention actions.
Customers predicted to be at high risk were offered strategies such as contract upgrades for short-tenure
users, loyalty discounts for subscribers with high monthly charges, and service quality improvements for
fiber optic plans. These interventions were directly aligned with churn drivers identified during
exploratory analysis [7]. Unlike generic churn studies, this design emphasized turning predictions into
actionable steps, echoing prior findings that coupling churn detection with tailored strategies
significantly improves retention outcomes [4].

3.8 Chatbot API

To further improve usability, an interactive chatbot interface (chatbot.html) was integrated using Flask
endpoints. Instead of relying only on static dashboards, users could query churn outcomes in natural
language, receive explanations about predictions, and access recommended actions. This conversational
approach provided a more intuitive way for customer support managers and non-technical stakeholders
to engage with the system. Recent studies have highlighted that chatbots enhance service quality by
enabling real-time responses, personalization, and interactive guidance [21]. Misischia et al. [22] further
demonstrated their role in improving customer relationship management through immediate, context-
aware suggestions. In this study, the chatbot extended the value of the churn model by bridging analytics
with decision-making, making insights both interpretable and actionable.
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Figure 1: System Architecture

Data Layer
(Telco Customer Churn Dataset)

'

Data Preprocessing
(Cleaning, Encoding, SMOTE, Feature Engineering)

l

Model Layer
(Decision Tree, Random Forest, XGBoost)

'

Serialized Best Model

(model.sav)

l

Application Layer

(Flask Backend)
Recommendation Engine Chatbot API
(Rule-based strategies) (Customer Interaction)

T

Web Interface
(home.html, demo.html, chatbot.html)

l

End User
(Customer Support Manager / Operator)

4. Implementation

The proposed framework for churn prediction was implemented in three phases: model development,
deployment through a web interface, and the addition of interactive features that extend predictive
outcomes into decision support.

4.1 Model Development and Serialization

Model construction and testing were carried out in Jupyter Notebooks, which allowed iterative
experimentation with preprocessing and classification techniques. Multiple algorithms including
Logistic Regression, Decision Trees, Random Forest, and XGBoost were trained and compared for
performance. Once the best-performing model was identified, it was serialized into a .sav file using
Python’s pickle library. This ensured that the trained model could be reused consistently across sessions
and seamlessly integrated into the deployed application without repeated retraining, thereby improving
efficiency and reproducibility.

4.2 Web Application Deployment
To make the prediction system practical for end users, a lightweight Flask-based web application was
created. Its modular architecture followed a three-layer structure:
» Backend (app.py): Managed data input, invoked the serialized model, and returned prediction
outputs.
» Frontend templates: Developed in HTML, comprising home.html for churn prediction,
demo.html for guided inputs, and chatbot.html for conversational interaction.
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« Static resources: Including images and CSS stylesheets, which contributed to a clean and
accessible user interface.
This separation of logic and presentation not only enhanced usability but also simplified maintenance
and scalability, enabling future integration of additional features without disrupting the core predictive
functionality.

4.3 Recommendation Engine

A rule-based recommendation module was integrated to supplement predictions with actionable insights.
These rules were informed by exploratory data analysis and addressed churn-prone characteristics such
as short tenure, high monthly charges, or reliance on electronic check payments. Recommendations
ranged from offering discounts and loyalty benefits to bundling additional services or improving
network quality for fiber optic customers. By mapping predicted churn risk to tailored interventions, the
engine transformed raw predictions into strategies that could directly support retention planning.

4.4 Chatbot Integration

To improve accessibility, a chatbot interface was embedded within the web application. Implemented
through Flask endpoints, the chatbot allowed users to query churn outcomes, obtain personalized
explanations, and explore retention suggestions in natural language. Although rule-based in its current
form, the chatbot served as an interactive layer that bridged technical model outputs with business
stakeholders. This feature demonstrated how predictive analytics can be delivered in a conversational,
user-friendly manner, thereby reducing barriers for non-technical users and enhancing overall system
adoption.

5. Results and Discussion

5.1 Model Performance

Three supervised learning algorithms Decision Tree (DT), Random Forest (RF), and XGBoost (XGB)
were evaluated on the Telco Customer Churn dataset using accuracy, precision, recall, and F1-score as
key metrics. The Decision Tree achieved an accuracy of 91%, though it exhibited higher
misclassification rates for non-churners, indicating limited generalizability. Random Forest improved
performance to 93% accuracy, with precision and recall values reflecting greater stability. XGBoost
outperformed both, achieving 96% accuracy alongside consistently high precision and recall scores
(0.96-0.97).

Table 1: Performance scores

Decision Tree Random Forest XGBoost

Churn Non-Churn Churn Non-Churn Churn Non-Churn
Precision | 0.91 0.92 0.91 0.95 0.97 0.96
Recall 0.93 0.89 0.96 0.90 0.96 0.97
Fl-score | 0.92 0.91 0.94 0.92 0.97 0.96
Accuracy | 0.91 0.93 0.96
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These results highlight the advantage of ensemble methods for churn prediction, with XGBoost
demonstrating the ability to capture complex nonlinear patterns in customer behavior. Importantly,
feature importance analysis confirmed that contract type, monthly charges, and tenure were the strongest
churn predictors, aligning with patterns observed in related studies. This validation strengthens
confidence in both the model’s reliability and its practical relevance for the telecom sector.

5.2 Case Study Analysis

To illustrate practical applicability, two case-based scenarios were analyzed. In the first, a new
subscriber on a month-to-month contract, using electronic check payments, and with tenure under 12
months was flagged as high churn risk. The system recommended proactive measures such as
discounted annual contracts, bundled services, and loyalty rewards. In the second scenario, a long-tenure
customer on a two-year contract with multiple value-added services was predicted to remain. Here, the
model advised maintaining satisfaction through personalized engagement programs and targeted
rewards.

These contrasting cases demonstrate how the framework not only predicts churn but also translates
insights into tailored interventions. This highlights the system’s ability to handle diverse customer
segments and provide targeted recommendations that align with their specific churn profiles.

5.3 Chatbot Integration and Usability

The incorporation of a chatbot interface added significant value by enabling real-time, interactive
exploration of churn insights. Instead of static outputs, users could query the system, clarify prediction
outcomes, and receive recommendations in conversational form. This design made the tool accessible to
non-technical stakeholders, such as customer support teams, who often lack technical expertise but
require clear, actionable insights.

The chatbot also enhanced interpretability by explaining why a customer was flagged as high risk (e.g.,
short tenure or high monthly charges) and offering corresponding interventions. By bridging predictions
with decision support, the chatbot improved user trust and provided a transparent communication layer
between machine learning outputs and operational strategies.

Figure 2: Chatbot Interface

Churnly Al Chatbot Home Return

Hello Churnly, What is Customer Churn Prediction? Answer in 2-3 sentences

Customer Churn Prediction is a process of analyzing and identifying customers who are likely to
stop doing business with a company. It involves using data and machine learning algorithms to
predict customer behavior and help companies take proactive measures to retain valuable
customers.

what is KPI Analysis? Explain in Simpler terms

KPI stands for Key Performance Indicator. It's a way to measure and evaluate the performance of
business or a specific area within a business.

Think of KPIs as a report card for a company. Just like how a report card shows how well a
student is doing in different subjects, KPIs show how well a company is doing in different areas.
These areas could be things like sales, customer happiness, or how efficient their processes are.

of looking at these indicators to understand how the business is
ve it. It's like iewing a student’s report card and
to help the student do better.

then deciding what to focu:
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5.4 Recommendations for Business Decision-Making
The integration of predictive modeling, recommendations, and chatbot support positions the framework
as more than just a churn detection tool. It acts as a decision-support system that allows telecom
operators to:

» Prioritize high-risk customers for targeted retention,

» Align promotional offers with churn drivers such as payment type or contract length, and

» Allocate retention budgets effectively across segments.

By combining predictive accuracy, interpretability, and interactive engagement, the framework moves
beyond traditional churn prediction. It enables organizations to proactively address customer attrition,
transform predictive insights into actionable strategies, and strengthen customer relationship
management for long-term profitability.

Figure 3: Recommendation Interface
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racnlutinn timae

Gender:

6. Conclusion and Future Work

This research presented an integrated framework for customer churn prediction in the
telecommunications sector, combining predictive modeling, a web-based deployment platform, and
interactive features. Unlike conventional churn studies that end with probability estimation, the proposed
system extends to actionable decision support through a rule-based recommendation engine and a
chatbot interface. This combination improves both interpretability and accessibility, enabling business
stakeholders to translate predictions into retention strategies with greater confidence.

The study makes several key contributions:
« Development of a machine learning—based churn prediction model supported by rigorous
preprocessing, feature engineering, and model optimization.
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« Operationalization of the model through a Flask web application, ensuring usability for non-
technical stakeholders.

« Implementation of a rule-based recommendation module that delivers personalized interventions
for at-risk customers.

» Integration of a chatbot interface to provide interactive explanations, bridging the gap between
predictive analytics and decision-making.

While the system demonstrates practical utility, further enhancements remain possible. Deep learning
approaches could be investigated to capture more complex behavioral signals and improve predictive
accuracy. The chatbot may be expanded with advanced natural language processing to offer richer,
domain-aware interactions. Real-time churn prediction via streaming data pipelines represents another
avenue, enabling organizations to initiate retention strategies immediately. Finally, extending the
framework to domains such as banking, insurance, or subscription-based services would test its
adaptability across industries.

In conclusion, the proposed framework addresses the "last mile™ of churn research by not only
forecasting customer attrition but also providing interpretable, actionable recommendations. With
continued improvements, it has the potential to evolve into a scalable, real-time solution for intelligent
customer retention management.
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