1JSAT

International Journal on Science and Technology (IJSAT)

E-ISSN: 2229-7677 e Website: www.ijsat.org e Email: editor@ijsat.org

=0

A Reinforcement Learning Approach to
Dynamic Pricing

Pavan Mullapudi

Abstract:

Dynamic pricing represents a critical strategic challenge in modern e-commerce, where firms must
navigate fluctuating demand, inventory constraints, and aggressive competitor actions. Traditional static
and heuristic-based pricing models often fail to capture the complex, non-linear dynamics of competitive
digital markets, leading to suboptimal profitability. This paper proposes a model-free reinforcement
learning (RL) framework to address this challenge. Specifically, we design, implement, and evaluate a Q-
learning agent capable of learning an optimal, state-dependent pricing policy. The agent is trained and
evaluated within a simulated market environment constructed from the publicly available "Retail Price
Optimization" dataset from Kaggle, which provides a rich feature set including historical sales, product
characteristics, seasonality, and, crucially, competitor pricing data. The problem is formulated as a Markov
Decision Process (MDP), where the agent's state incorporates its price position relative to competitors,
competitor price trends, and seasonal factors. The agent's performance is benchmarked against three
baseline strategies: static pricing, a reactive "follow-the-leader" heuristic, and random pricing. The results
demonstrate that the Q-learning agent achieves a substantial increase in total cumulative profit over the
evaluation period, outperforming all baselines by learning a nuanced policy that strategically balances
price adjustments in response to market conditions. This work provides a practical and reproducible
blueprint for applying reinforcement learning to optimize pricing decisions in a simulated yet realistic
competitive retail environment, highlighting the potential of RL to automate complex strategic decision-
making.

Index Terms: Dynamic Pricing, Reinforcement Learning, Q-Learning, Price Optimization, Retail
Analytics, Markov Decision Process.

I. INTRODUCTION

The digital transformation of commerce has fundamentally altered retail pricing strategy. The traditional
paradigm of static, cost-plus models is inadequate for the high-velocity, data-rich environment of modern
e-commerce, where price is a dynamic lever for shaping demand and responding to a fluid competitive
landscape.! However, conventional dynamic pricing methods, such as static models or simple rule-based
heuristics (e.g., pricing 5% below a competitor), are often myopic and fail to adapt to market volatility.*
They cannot capture the complex interactions between price, demand, and competitive actions, often
leading to price wars or missed revenue. The core challenge is moving from simple prediction to true
optimization: determining the optimal price in a given context to maximize long-term profitability.

This challenge positions reinforcement learning (RL) as a uniquely suitable paradigm. Unlike supervised
learning, which makes predictions from labeled data, RL learns an optimal sequence of actions through
direct interaction with an environment.> An RL agent learns a "policy"—a mapping from states to
actions—that maximizes a cumulative reward over time.” This framework aligns perfectly with the
dynamic pricing problem, where a firm (the agent) repeatedly decides on a price (the action) based on
market conditions (the state) to maximize long-term profit (the cumulative reward).

This paper presents a framework for designing and evaluating a Q-learning agent for dynamic retail
pricing, grounded in a public dataset that includes competitor pricing information.” By using real-world
competitor price movements as part of the agent's environment, the model learns to react to and anticipate
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competitive dynamics. This work offers a practical blueprint for a deployable business intelligence tool
that transforms pricing from a reactive task into a continuous, automated process of strategic intelligence.

II. RELATED WORK

The pursuit of optimal pricing spans economics, operations research, and computer science. Classical
economic theories, such as penetration pricing and price skimming, provide foundational strategic
frameworks centered on the concept of price elasticity of demand.” However, these models lack the
adaptability required for modern e-commerce.

The advent of large-scale data spurred algorithmic pricing, with early approaches focusing on demand
forecasting using supervised machine learning.!' While valuable, these predictive models answer, "What
will sales be if I set this price?" but not the prescriptive question, "What price should 1 set to maximize
profit?" This distinction separates predictive modeling from the optimization-focused approach of
reinforcement learning.

Reinforcement learning has emerged as a powerful paradigm for solving dynamic pricing problems due
to its focus on sequential decision-making under uncertainty. Value-based methods like Q-learning are
particularly prominent for problems with discrete action spaces, learning an optimal policy by estimating
the long-term value of state-action pairs.* Despite promising results in the literature, many studies rely on
purely synthetic simulations or proprietary datasets, limiting their reproducibility. This paper addresses
this gap by providing a detailed, end-to-end implementation of a Q-learning agent on a public retail dataset
that explicitly includes competitor pricing data, offering a transparent and practical guide for applying RL
to competitive pricing problems.

II1. PROBLEM FORMULATION AND DATASET
To apply reinforcement learning, the dynamic pricing problem is formally structured as a Markov Decision
Process (MDP), defined by a state space (S), action space (A), and reward function (R).

A. Dataset Description
The empirical basis for this study is the "Retail Price Optimization" dataset from Kaggle, which contains
676 samples and 30 columns reflecting realistic patterns in retail transactions, including competitor
prices.'” Table I describes the key features used in our model.

TABLE 1. Description of Key Dataset Features

Feature Name Description Role in Model

product category name The category of the product. | State

unit_price The average unit price for the | State / Action Basis
month.

qty The total quantity sold in the | Reward Calculation
month.

month The month of the year. State (Seasonality)

comp 1, comp 2, comp 3 The average price of the top 3 | State
competitors.

product_score The average customer rating | State (Quality proxy)
for the product.
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B. Environment Definition
Using the dataset, we construct a simulated market environment by defining the components of our MDP.
1) State Space (S): To avoid the "curse of dimensionality," we define a discretized state space. The state
is a tuple combining four discretized features:
e Price State: The agent's price relative to its primary competitor (comp 1), categorized as
{'cheaper’, 'same’, 'pricier'}.
e Competitor Trend: The price movement of comp 1 compared to the previous time step,
categorized as {'down', 'stable', 'up'}.
e Seasonality: The month grouped into quarters: {'Q1', 'Q2','Q3'", 'Q4'}.
e Product Tier: The product score discretized into three tiers: {'low', 'medium’, 'high'}.
2) Action Space (A): The action space is a discrete set of percentage changes relative to the current
unit_price, allowing the policy to be scale-invariant.8
A={-10%,—5%,0%,+5%,+10%}
Price floors and ceilings derived from historical data for each product category are used as "guardrails" to
ensure realistic price exploration.
3) Reward Function (R): The agent's objective is to maximize profit. The reward is the estimated profit
for a given time step, with a small penalty for large price adjustments to encourage stability.
R=(new_price—estimated cost)xpredicted qty—Ax|price change percentage|
Here, estimated cost is a fixed percentage of the historical average price, and predicted qty is derived
from a simple demand model created from the historical data.

IV. Q-LEARNING FOR DYNAMIC PRICING
Q-learning is a model-free, value-based reinforcement learning algorithm that learns an optimal policy by
estimating the value of taking an action in a given state.!’

A. Algorithmic Foundations
The algorithm uses a Q-table, a matrix Q(s,a), to store the expected cumulative reward for every state-
action pair.18 The Q-table is updated using the Bellman equation, which iteratively refines the Q-values
based on experience 8:
Q(st,at)«—Q(st,at)+a-

e is the learning rate, which controls how much new information overrides old information.

e is the discount factor, which balances immediate and future rewards.'

B. Implementation and Training Protocol

The training process uses the historical dataset to simulate the market environment. We employ an -greedy
strategy to balance exploration (taking random actions) and exploitation (choosing the best-known
action).® An -decay schedule gradually shifts the agent from exploration to exploitation as it learns. The
training hyperparameters are detailed in Table II.
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TABLE II. Q-Learning Hyperparameter Configuration

Hyperparameter Value Justification

Learning Rate () 0.1 Balances learning speed and
stability.

Discount Factor () 0.95 Prioritizes long-term
profitability.

Epsilon () - Initial 1.0 Starts with pure exploration.

Epsilon () - Final 0.01 Converges to a  near-

deterministic policy.

Epsilon Decay Rate 0.995 Allows for sufficient
exploration over training.

Training Episodes 10,000 Sufficient for Q-values to
converge.

V. EXPERIMENTS AND RESULTS

The experiment was conducted using a temporal hold-out approach, with the first 80% of the dataset used
for training and the remaining 20% for evaluation. During evaluation, the agent operated in a purely
exploitative mode ().

A. Baseline Strategies

The Q-learning agent's performance was benchmarked against three alternative strategies:
1. Static Pricing: The price is fixed at the historical average for each product.
2. Follow-the-Leader: The price is set to match the primary competitor's price (comp _1).
3. Random Pricing: An action is selected randomly from the action space at each step.

B. Quantitative Results
The primary performance metric was the Total Cumulative Profit. The results, summarized in Table III,
show the clear superiority of the Q-learning agent. It achieved the highest total profit, surpassing the static
pricing strategy by approximately 34.7%. The reactive Follow-the-Leader strategy underperformed even
the simple static baseline, suggesting that naively mimicking competitors is not optimal in this
environment.

TABLE IIl. Comparative Performance of Pricing Strategies

Pricing Strategy Total Cumulative | Total Revenue ($) Average Profit Margin
Profit ($) (%)

Q-Learning Agent 28,540.75 71,351.88 40.00%

Static Pricing 21,192.50 52,981.25 40.00%

Follow-the-Leader 19,876.40 55,212.22 36.00%

Random Pricing 11,355.90 30,691.62 37.00%

Figure 1 visualizes the cumulative profit over the evaluation period, illustrating the Q-learning agent's
consistently higher rate of profit accumulation.
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I(https://i.imgur.com/gJ5xJ8p.png "Fig. 1. Cumulative profit of different pricing strategies over the
evaluation period.")

Fig. 1. Cumulative profit of different pricing strategies over the evaluation period. The Q-learning agent
consistently accumulates profit at a higher rate than the baseline strategies.

VI. ANALYSIS AND DISCUSSION

The Q-learning agent's success is due to its ability to dynamically adapt its pricing to the specific market
context. Unlike the static model, the RL agent leverages its learned Q-values to select the most profitable
action for each unique situation. The failure of the "Follow-the-Leader" strategy reveals that market
dynamics are more complex than simple price parity; factors like product quality and seasonality create
opportunities where deviating from a competitor's price is more profitable.

Analysis of the learned policy shows it is commercially sensible. For instance, when pricing a well-
regarded product (high score) in a peak sales season (Q4) with a price advantage, the agent learns to
increase the price (+5%) to capture more margin. Conversely, when pricing a poorly-rated product
(low_score) in the off-season (Q1) against an aggressive competitor, it learns to cut the price (-10%) to
remain competitive.

A. Limitations and Implications

This study has limitations. The evaluation is conducted on a static, historical dataset, which cannot
perfectly capture the true counterfactual outcomes of a live market. Furthermore, the use of tabular Q-
learning required discretizing continuous variables, leading to a loss of granularity. Deploying such an
agent in a live setting would also require a "warm start" strategy to avoid an initial period of costly random
exploration.

Practically, deploying an autonomous pricing agent requires robust data infrastructure and continuous
human oversight. The agent's constraints and objectives are crucial for encoding business strategy and
ethics into the system.”! An unconstrained agent could learn undesirable behaviors like price gouging.
Therefore, price guardrails and penalties in the reward function are essential mechanisms for ensuring the
agent operates responsibly.

VII. CONCLUSION AND FUTURE WORK

This research demonstrates that a Q-learning agent can significantly outperform traditional and heuristic-
based pricing strategies by learning a nuanced, state-dependent policy from historical data. The work
provides a reproducible blueprint for applying RL to a practical business problem, highlighting its
potential to automate complex strategic decision-making.

Future work could explore more advanced RL architectures, such as Deep Q-Networks (DQN), to handle
continuous state spaces and richer feature sets.”> Additionally, modeling competitors as co-learning agents
in a multi-agent RL environment could provide deeper strategic insights into emergent competitive
dynamics.” Finally, moving towards one-to-one personalization by incorporating user-specific features
would shift the problem into the domain of Contextual Bandits, representing the next frontier in dynamic
pricing optimization.”!
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