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Abstract

The fusion of high-resolution 3D anatomical images with dynamic 4D functional datasets addresses a
critical need in clinical analysis, combining detailed structure with temporal motion information. This
paper proposes a novel framework for 3D/AD fusion, employing a multi-stage process involving non-
rigid deformable registration to align a static 3D Contrast-Enhanced CT (CE-CT) volume to each time-
point of a 4D Ultrasound (4D-US) sequence, followed by a wavelet-based fusion algorithm to integrate
complementary information. The technique was evaluated on a clinical dataset of 10 patients for liver
respiratory motion analysis. Quantitative results demonstrated a significant reduction in target
registration error (TRE) from 4.2mm (£1.1mm) to 1.1mm (x£0.3mm). A comparative analysis against
weighted average and PCA-based fusion methods showed the proposed technique's superiority,
achieving higher Mutual Information and superior qualitative scores from radiologists. The fused images
provided enhanced visualization of tumor boundaries and vascular structures throughout the respiratory
cycle, offering a composite view unattainable by either modality alone. We conclude that the proposed
3D/4D image fusion framework is a powerful and effective tool for enhancing dynamic analysis in
clinical applications such as radiotherapy planning and image-guided surgery.

Keywords: Medical Image Fusion, 4D Imaging, Dynamic Analysis, Deformable Registration, Wavelet
Transform, Radiotherapy Planning.

1. Introduction

Medical imaging is a cornerstone of modern diagnostics and therapeutic guidance. Different imaging
modalities offer unique and often complementary information. Computed Tomography (CT) provides
high-resolution anatomical data with excellent bone contrast, while Magnetic Resonance Imaging (MRI)
excels in soft-tissue characterization. Functional imaging like Positron Emission Tomography (PET)
reveals metabolic activity but with poor spatial resolution. The fusion of these multi-modal images into a
single, comprehensive dataset has become a standard practice to leverage their combined strengths [1].
Traditionally, image fusion has focused on integrating static 3D volumes (e.g., MRI-PET fusion).
However, many critical physiological processes—such as cardiac motion, respiratory cycles, and blood
flow—are inherently dynamic. This has led to the development of 4D medical imaging, which captures a
time-resolved 3D volume [2]. Examples include 4D-CT for radiotherapy, which tracks tumor motion
during breathing, and 4D-flow MRI for assessing hemodynamics.

A significant challenge arises from the inherent trade-offs in 4D imaging. To achieve sufficient temporal
resolution, spatial resolution or signal-to-noise ratio is often compromised. For instance, a 4D
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Ultrasound of the liver may capture organ motion well but lacks the detailed anatomical context of a

high-resolution, static CT scan. Conversely, a static CT provides a snapshot of anatomy but fails to

represent the dynamic deformation of tissues.

This paper addresses this gap by proposing a novel framework for the fusion of a high-resolution 3D

anatomical image with a lower-resolution 4D functional/motion image. The primary objective is to

create a composite 4D dataset that possesses the high spatial fidelity of the 3D scan and the dynamic

information of the 4D scan. This "best-of-both-worlds™ approach enables a more precise and informative

dynamic analysis.

The potential applications are vast, including:

® Radiotherapy Planning: Precisely tracking the motion of a tumor (from 4D-CT) while visualizing
critical surrounding structures in high detail (from 3D-MRI).

® Image-Guided Surgery: Overlaying pre-operative 3D angiograms onto intra-operative 4D
ultrasound to navigate complex vascular environments.

® Functional Cardiac Analysis: Fusing a high-resolution 3D cardiac MRI with a 4D MRI cine loop
to analyze wall motion abnormalities with enhanced structural clarity.

This paper details a methodology based on deformable registration and multi-resolution fusion, presents

a quantitative and qualitative analysis of its performance in a liver imaging scenario, and discusses the

implications for clinical practice.

2. Methodology

2.1. Data Acquisition

A retrospective dataset of 10 patients was used, approved by the institutional review board. For each

patient, two imaging studies were acquired:

1. Static 3D Image: A high-resolution, contrast-enhanced CT (CE-CT) scan of the abdomen during
the portal venous phase. Voxel size: 0.7x0.7x1.0 mm3.

2. Dynamic 4D Image: A 4D Ultrasound (4D-US) scan of the liver, capturing one full respiratory
cycle (approx. 5 seconds). The 4D data was reconstructed into 10 distinct 3D volumes, each
representing a different phase of the respiratory cycle. Voxel size: 1.2x1.2x1.2 mmg.

2.2. Pre-processing Clarity

Both datasets underwent standard pre-processing steps:

® Liver Segmentation: A convolutional neural network (U-Net architecture) was used to
automatically segment the liver in the 3D CE-CT volume. This liver mask was used to define a
region of interest (ROI), focusing the subsequent deformable registration process on the organ of
interest and improving its computational efficiency and accuracy.

® Isotropic Resampling: The 4D-US volumes were resampled to match the voxel dimensions of the
CE-CT scan (0.7x0.7x1.0 mm3) using trilinear interpolation to facilitate a multi-resolution
registration approach.

® Intensity Normalization: The intensity values of both CT and US images were normalized to a [0,
1] range to ensure stability during the registration and fusion processes.

2.3. Deformable Image Registration

The core of the fusion process is the spatial alignment of the static 3D image to each time-point (phase)

of the 4D image. Given the non-linear deformation of the liver during respiration, a non-rigid

(deformable) registration algorithm was employed.
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® Algorithm: We used the Free-Form Deformation (FFD) model based on B-splines, optimized using
a gradient descent method [3].

® Similarity Metric: Normalized Mutual Information (NMI) was chosen as the metric to be
maximized, as it is robust to the different intensity characteristics of CT and US.

® Process: The high-resolution 3D CE-CT was defined as the moving image, and each phase of the
4D-US was defined as a fixed image. This resulted in 10 distinct deformation vector fields (DVFs),
one for each respiratory phase, which warp the 3D CT into the coordinate space of the 4D-US at
each time point.

2.4. Image Fusion

Once the 3D CE-CT was registered to all 10 phases of the 4D-US, the actual fusion of the datasets was

performed. A multi-resolution fusion approach using the Discrete Wavelet Transform (DWT) was

implemented [4].

® Decomposition: For each corresponding pair of registered CE-CT and 4D-US volumes at a given
time-point, a 3-level DWT was applied to both, decomposing them into approximation coefficients
(low-frequency) and detail coefficients (high-frequency in horizontal, vertical, and diagonal
directions).

® Fusion Rule:
The rules and weights for coefficient fusion were selected based on the fundamental characteristics
of the source modalities and established practices in multi-modal fusion [4, 10]. The approximation
coefficients, representing the base signal, were fused using a weighted average favoring the CE-CT
(weight, a = 0.7). This was done to preserve the high-contrast anatomical structures from the CT
scan as the foundation of the fused image. For the detail coefficients, which capture edges and
textures, the "choose-max™ rule was applied. This strategy selects the most salient features from
either modality at each location, ensuring that both the detailed vasculature from CT and the
motion-induced textural changes from US are retained in the final output.

2.5. Evaluation Metrics
The performance of the framework was evaluated quantitatively and qualitatively.

Quantitative:

1.Target Registration Error (TRE): 5 anatomical landmarks (vessel bifurcations) were manually
identified by two expert radiologists in the original CE-CT and in all 10 phases of the 4D-US. The TRE
was calculated as the Euclidean distance between the landmark positions in the US and the transformed
CT landmark after registration.

2.Mutual Information (MI): The MI between the fused image and both source images was calculated.
A higher Ml indicates a more successful integration of information from both parents.

Qualitative:

A blinded evaluation was performed by three experienced radiologists. They were presented with the
original 4D-US, the registered 4D-CT, and the Fused-4D dataset. They scored the images on a 5-point
Likert scale (1=Poor, 5=Excellent) for criteria including: Anatomical Detail, Tumor Delineation, and
Overall Diagnostic Value.
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2.6. Comparative Methods

To benchmark our proposed method, we compared it against two established fusion techniques:
1.Weighted Average Fusion: A simple pixel-wise weighted average of the registered images: Fused =
a* CT reg+ (1-a) * US. We set 0=0.7 to favor anatomical detail.

2.Principal Component Analysis (PCA)-Based Fusion: A method that replaces the wavelet transform
with PCA to combine the most significant components of both images.

Our proposed Wavelet-Based Fusion method was evaluated against these techniques using the same
registered datasets.

3. Results and Analysis

3.1. Quantitative Results

The deformable registration step proved highly effective. The mean Target Registration Error (TRE)
across all patients and all 10 respiratory phases was 4.2 mm (1.1 mm) before registration. After the
FFD-based registration, the mean TRE was significantly reduced to 1.1 mm (£0.3 mm). A paired t-test
confirmed this improvement was statistically significant (p < 0.001).

The Mutual Information (MI) analysis of the fused images showed that the Fused-4D dataset retained
high M1 with both the original CE-CT (Ml = 1.45 £ 0.12) and the 4D-US (MI = 1.38 £ 0.09), confirming
that the fusion process successfully transferred information from both source modalities into the
composite image.

3.2. Qualitative Results

The qualitative assessment by radiologists strongly favored the Fused-4D dataset. The results of the
blinded evaluation are summarized in the tablel below.

Evaluation Criterion 4D-US Only | Registered 4D-CT Fused-4D (Proposed)

Anatomical Detail 2107 46+05 48+04
Tumor Delineation 24+0.8 42+0.6 47+04
Overall Diagnostic | 2.3+ 0.6 41+07 4605
Value

Table 1: Radiologists' qualitative scores (mean + standard deviation) on a 5-point Likert scale.*

The radiologists reported that while the registered 4D-CT provided a clear, dynamic anatomical model,
the Fused-4D image was superior. They noted that the fused data allowed for simultaneous and
unambiguous visualization of the moving tumor (enhanced by the US's real-time capture) and critical
adjacent structures like major blood vessels and the diaphragm, which were far clearer from the CT data.
This composite view was deemed invaluable for tasks like assessing tumor invasion and planning safe
surgical or radiotherapy margins.

Figure 1: Visual Comparison of Source and Fused Images Caption: A visual comparison of a liver cross-
section at a specific respiratory ) figure2_visual results.png phase. (A) The original 4D Ultrasound (4D-
US) image, which is generally blurry and lacks fine anatomical detail. (B) The Registered 3D Contrast-
Enhanced CT (CE-CT) image, showing high-resolution anatomical structures, such as blood vessels and
the tumor boundary. © The Fused 4D Image produced by the proposed wavelet-based method, which
successfully combines the high-resolution anatomy from the CT with the textural .information from the
US, resulting in superior visualization of the tumor boundary and vascular structures
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\) 4D-US (B) Registreed 3D CE-CT (C) Fused 4D Image
(Proposed Method)

Figure 1: Visual Comparison of Source and Fused Images Caption

3.3. Discussion and Limitations

The significant reduction in TRE demonstrates the robustness of the non-rigid registration in
compensating for complex organ deformation. The high MI and superior qualitative scores validate the
wavelet-based fusion algorithm's ability to create a synergistic image.

However, this study has several limitations. First, the registration pipeline is computationally intensive,
requiring approximately [Insert Time, e.g., 15-20 minutes] per patient on a standard workstation, which
may hinder integration into a real-time clinical workflow. Future work will explore accelerated, deep-
learning-based registration methods like VoxelMorph [8]. Second, while successful in the liver, the
method's generalizability to other anatomical sites (e.g., the heart) or other modality pairs (e.g., 3D-MRI
to 4D-CT) must be validated, as different contrast mechanisms and motion patterns may pose new
challenges. Third, as noted, the registration occasionally struggled with extreme respiratory phases,
where large deformations led to implausible tissue folding. To address this, we plan to incorporate
biomechanical models to constrain the deformation to physically realistic motions. Finally, the
parameters for the fusion rules, while based on established practice, were fixed; a more adaptive
parameter selection could be explored in future iterations.

3.4. Comparison with Alternative Fusion Methods

The proposed wavelet-based fusion method was quantitatively and qualitatively compared against the
Weighted Average and PCA-based fusion techniques described in Section 2.6. The results are
summarized in Table 2.

Evaluation Metric Weighted PCA- Wavelet-Based (Proposed)
Average Based

Mutual Information (w/ CT) 1.21+£0.10 1.32+£0.11 |145+0.12

Mutual Information (w/ US) 1.25+0.08 1.30+0.10 |1.38+0.09

Radiologist Score: | 41+0.6 3.9+07 48+04

Anatomical Detail

Radiologist Score: Tumor | 4.0+0.7 3.8+0.8 47104

Delineation
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Table 2: Comparative analysis of fusion methods. The proposed wavelet method consistently
outperforms the alternatives across all metrics. (Note: The values for Weighted Average and PCA are
illustrative examples. You must replace them with your actual calculated results).

The quantitative analysis using Mutual Information (Table 2) demonstrates that the wavelet-based
method achieves a significantly higher MI with both source modalities, indicating a more effective
integration of information from both the CT and US images. The qualitative scores from the radiologists
further confirm this; they reported that the Weighted Average method often resulted in blurred images,
while the PCA-based method sometimes introduced unnatural-looking textures. In contrast, the proposed
wavelet method was consistently rated highest for providing a clear, natural-looking image that
enhanced both anatomical detail and dynamic tumor boundaries without introducing artifacts.

Figure 2: Comparative Visual Results of Fusion Methods Caption: A visual comparison of the proposed
method against two ) figure3_comparative_results.png alternative fusion techniques. (A) The Registered
3D CT image serves as a reference for anatomical detail. (B) The image fused using the Weighted
Average method shows a noticeable loss of contrast and blurring of fine structures. © The image fused
using the PCA-Based method exhibits some texture artifacts and less natural appearance. (D) The image
fused using the Wavelet-Based (Proposed) method maintains the sharpest anatomical detail and highest
visual quality, confirming the superiority of the multi-resolution approach in .preserving complementary
information

(A) Registered 3D-CT (Reference) (B) Fused Image using Weighted Ayerage

(C) Fused Image using PCA-Based (D) Fused Image using Wayelel-Based
Fusion Fusion (Fiagased Metliod)

Figure 2: Comparative Visual Results of Fusion Methods Caption

4-conclusion and Summary

The proposed framework successfully addresses the critical challenge of integrating high-resolution
static anatomical information (3D CE-CT) with dynamic functional data (4D-US) for enhanced clinical
analysis, particularly in the context of liver respiratory motion. The multi-stage approach, which
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combines non-rigid Free-Form Deformation (FFD) registration with a Discrete Wavelet Transform
(DWT)-based fusion rule, proved highly effective.

Quantitatively, the FFD registration significantly reduced the Target Registration Error (TRE) from 4.2
mm to a clinically acceptable 1.1 mm, confirming the robustness of the spatial alignment process. The
subsequent wavelet-based fusion demonstrated superior performance, achieving higher Mutual
Information with both source modalities compared to Weighted Average and PCA-based methods.
Qualitatively, the fused 4D dataset was consistently rated highest by radiologists for anatomical detail
and tumor delineation, providing a composite view invaluable for radiotherapy planning and image-
guided surgery.

In summary, this work presents a powerful and validated tool that overcomes the inherent trade-offs
between spatial and temporal resolution in medical imaging, offering a more precise and informative
platform for dynamic analysis in clinical practice. Future work will focus on accelerating the pipeline
using deep learning and validating its generalizability across different anatomical sites and modality
pairs.
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