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Abstract

Table extraction consists of a vital aspect of document image analysis, allowing the conversion of
unstructured text into structured, machine-readable data. While great progress has been made for English
and other Latin scripts, extracting tables from documents written in the Devanagari script remains a non-
trivial task due to script complexity, lack of annotated datasets, and noisy scans. This paper presents a
hybrid framework combining structural analysis and content-based validation to improve extraction
accuracy for Devanagari documents. The framework incorporates preprocessing, OCR post-correction,
semantic coherence checks, and confidence-based feature fusion. Experiments on a dataset of over 500
annotated Devanagari documents demonstrate superior performance over existing methods with 90%
structural precision, 80% OCR accuracy, and an overall TEDS-S score of 85%.

Keywords: Table Extraction, Devanagari Script, Document Image Analysis, OCR, Hybrid Framework,
TEDS-S

1. Introduction
1.1 Background

Tables are dense repositories of structured information and appear in financial documents, government
reports, academic articles, and historical records. Automating table extraction is essential for large-scale
digitization, data mining, and accessibility. Devanagari documents pose unique challenges due to
ligatures, diacritics, and the scarcity of annotated datasets.

1.2 Problem Statement

Existing table extraction systems such as CascadeTabNet, DeepDeSRT, and TabNet perform poorly on
Devanagari documents due to structural variability, OCR errors, and content misalignment, leading to
unreliable table reconstruction.
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1.3 Research Contributions

This work introduces a hybrid table extraction framework integrating structural and semantic cues,
Devanagari-specific OCR refinements, and comprehensive evaluation using the TEDS-S metric.

2. Related Work
2.1 Structural Approaches

Structural methods rely on geometric cues to detect rows and columns. While effective for ruled tables,
they often fail on borderless or skewed Devanagari tables.

2.2 Content-Based Approaches

Content-based methods leverage semantic understanding using deep learning models such as TAPAS and
TableFormer, but their dependence on large annotated datasets limits their applicability to Devanagari
scripts.

2.3 Hybrid Methods

Hybrid methods combine structural and textual cues to improve robustness, yet Devanagari-specific
hybrid solutions remain underexplored.

3. Methodology
3.1 Pre-processing

Preprocessing includes noise removal using adaptive thresholding, morphological operations, skew
correction via Hough Transform, and script normalization including ligature splitting.

3.2 Structural Analysis

Structural analysis detects table lines and segments cells using contour analysis, connected component
analysis, and whitespace-based region growing.

3.3 Content Extraction

Content extraction is performed using Tesseract OCR with Devanagari-specific post-correction and
semantic validation through cell-type classification and consistency checks.

3.4 Hybrid Fusion Framework

Structural and content confidence scores are fused using a weighted strategy to resolve ambiguous cell
boundaries and improve table reconstruction accuracy.
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4. Experiments and Results
4.1 Dataset

A custom dataset of over 500 annotated Devanagari documents was used, covering a wide variety of
layouts, fonts, and noise conditions.

4.2 Evaluation Metrics

Performance was evaluated using structural precision and recall, OCR accuracy, and the TEDS-S metric,
which jointly evaluates structure and content similarity.

Table 1: Performance Comparison of Proposed and Baseline Methods

Metric Proposed Method | TabNet DeepDeSRT
Structural Precision 90% 75% 78%
Structural Recall 88% 72% 76%
OCR Accuracy 80% 65% 68%
TEDS-S Score 85% 70% 2%

4.3 Baseline Methods

The proposed framework was compared against TabNet and DeepDeSRT, both adapted for Devanagari
data. Table 1: Performance Comparison of Proposed and Baseline Methods

4.6 Discussion

The hybrid framework demonstrates superior robustness to borderless tables, merged cells, and skewed
scans, significantly reducing OCR-induced structural errors.
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Figures

Figure 1: Hybrid Devanagari Table Extraction Workflow
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Figure 2: Qualitative Comparison of Ground Truth, Baseline, and Proposed Method
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Figure 3: Improvement Strategies for Devanagari Table Extraction
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Figure 4: Future Directions for Devanagari Table Extraction
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5. Conclusion and Future Work
5.1 Conclusion

The proposed hybrid framework significantly improves table extraction for Devanagari documents by
integrating structural and content-based cues, achieving superior performance on standard metrics.

5.2 Future Work

Future work will address handwritten tables, multilingual documents, real-time deployment, and end-to-
end optimization guided by TEDS-S.
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